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Glaucoma is an eye disease usually caused by abnormal eye 

pressure. One of the causes of abnormal eye pressure is 

blockage of fluid flow, which if detected too late can lead to 

blindness. Glaucoma can be identified by examining specific 

areas on the retina fundus image. The aim of this study is to 

detect positive and negative glaucoma in fundus images. The 

image data was obtained from the glaucoma_detection 

dataset, consisting of 520 images, including 134 glaucoma-

infected images and 386 normal images. This study uses the 

Convolutional Neural Network (CNN) method with Visual 

Geometric Group-16 (VGG-16) and Residual Network-50 

(ResNet-50) architectures. The research and testing results 

using the VGG-16 architecture obtained an accuracy rate of 

78%, while using the ResNet-50 architecture obtained an 

accuracy rate of 80%. 
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1. Introduction 

The eye is one of the most important organs in the 

human body. In addition to being an organ, the eye also 

serves as a sensory organ for vision. As one part of the 

body, the eye is certainly not immune to disease, 

whether it is an attack from within or outside the eye. 

The most common attack on the eye is irritation caused 

by small objects such as dust or insects that are very 

small and enter the eye. In addition to irritation, there 

are also other diseases such as cataracts, styes, myopia, 

color blindness, presbyopia, glaucoma, and many more 

[1]. 

Glaucoma is the second leading cause of blindness 

worldwide after cataracts. Unlike cataracts, blindness 

caused by glaucoma is permanent. Based on WHO data 

from 2010, an estimated 3.2 million people suffer from 

blindness due to glaucoma. In addition, the rapid 

development of information and communication 

technology should be utilized to facilitate health 

workers in carrying out their duties. That is the benefit 

expected from this final project, which is to make it 

easier for health workers to detect glaucoma from 

retina images of patients [2]. 

Glaucoma is an eye disease caused by damage to the 

eye nerves due to an increase in pressure on the eye 

ball. If not detected early, this disease can cause 

permanent blindness. Glaucoma is the second leading 

cause of blindness after cataracts, and generally affects 

women and Asians [3]. Along with the development of 

the times, technology is rapidly advancing nowadays. 

With the development of technology today, it makes it 

easier for everyone to access anything. One of the 

technologies that have been discovered is image 

processing using digital images. Identification 

performed on an image has been developed for quite 

some time, one of which is by differentiating the 

texture of the image. In the texture of an image, it can 

be differentiated by several factors, including density, 

uniformity, roughness, and regularity [4].  

1.1. Glucoma 

Glaucoma is one of the leading causes of blindness in 

the world, characterized by damage to the eye nerves 

due to an increase in pressure on the eye ball. In the 

eye ball, there is a fluid called aqueous humor. 

Aqueous humor functions as nutrition for the eye, 

maintains the shape of the eye ball, and maintains the 

balance of eye ball pressure. Nerve damage is caused 

by an imbalance between the production of aqueous 
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humor and the outflow of aqueous humor, causing the 

eye ball pressure in glaucoma patients to be higher than 

in normal eyes. The difference between normal eyes 

and glaucoma eyes is shown in Figure 1 [3]. 

 

Figure 1. Differences between Normal and Glaucoma Eyes 

1.2. Convolutional Neural Network (CNN) 

CNN (Convolutional Neural Network) is a variation of 

Multilayer Perceptron that is inspired by the human 

neural network. The early research that underlies this 

discovery was first conducted by Hubel and Wiesel 

who studied the visual cortex in the cat's visual system. 

The visual cortex in animals is very powerful in visual 

processing systems ever existed. Therefore, many 

researches are inspired by its workings and produce 

new models, such as Neocognitron, HMAX, and 

LeNet-5 is shown in Figure 2 [5]. 

 

Figure 2. CNN Architecture 

The working mechanism of CNN is similar to MLP, 

but in CNN each neuron is presented in two 

dimensions, unlike MLP where each neuron is only 

one-dimensional. Linear operations in CNN use 

convolution operations, while weights are no longer 

one-dimensional, but are four-dimensional collections 

of convolution kernels as shown in Figure 3. The 

weight dimensions in CNN are: input neuron x output 

neuron x height x width. Due to the nature of the 

convolution process, CNN can only be used on data 

that has a two-dimensional structure such as images 

and sounds is shown in Figure 3 [6]. 

 

Figure 3. Convolution process in CNN 

2. Research Method 

The proposed method in this study can be seen in the 

following Figure 4. 

 

Figure 4. Research Method 

2.1. Dateset 

In conducting this research, the first step is to collect 

the glaucoma fundus image dataset obtained from 

glaucoma detection [7]. It is divided into two labels, 

the first is glaucoma positive while the second label is 

glaucoma negative. Then the architecture design starts 

with determining the network depth, layer 

arrangement, and selection of the layer type to be used 

to obtain a model based on the input dataset and the 

label name index. 

 
(a) 

 
(b) 

Figure 5. Example of dataset, (a) Negative Glaucoma, (b) Positive 
Glaucoma 
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2.2. Pre-Processing 

Pre-processing is the initial process carried out to 

obtain the best image by minimizing noise so that the 

characteristics of the OD and OC images can be easily 

recognized. In pre-processing, the process of 

converting RGB images to grayscale images is carried 

out, with the red channel for the OD part and the green 

channel for the OC part. This is done to obtain the 

desired object with maximum results [3]. 

2.3. CNN Classification 

Unlike ordinary classification algorithms, where 

feature extraction and classification processes are 

usually carried out separately, the algorithm model in 

this deep learning field will extract features and 

classify images in one process. In other words, feature 

extraction in the CNN algorithm is also involved in 

learning [8]. 

2.4. VGG-16 Architecture  

The VGG-16 architecture is a convolutional neural 

network (CNN) that was proposed by the Visual 

Geometry Group (VGG) at the University of Oxford in 

2014. It consists of 16 layers, including 13 

convolutional layers and 3 fully connected layers, and 

has approximately 138 million trainable parameters. 

The architecture follows a simple and uniform design 

principle, where all the convolutional layers have a 3x3 

filter size and a stride of 1 pixel, and all the max-

pooling layers have a 2x2 filter size and a stride of 2 

pixels. The network takes an input image of size 

224x224x3 and outputs a vector of probabilities for 

each of the 1000 classes in the ImageNet dataset is 

shown in Figure 6. 

 

Figure 6. VGG-16 Architecture 

2.5. Architecture ResNet50 

ResNet50 is a convolutional neural network (CNN) 

architecture that was proposed by Microsoft Research 

in 2015. It is a variant of the ResNet family of 

networks, which are known for their ability to train 

very deep networks while avoiding the vanishing 

gradient problem. 

ResNet50 consists of 50 layers, including 49 

convolutional layers and 1 fully connected layer, and 

has approximately 23.5 million trainable parameters. 

The architecture introduces the concept of residual 

learning, where each residual block contains a shortcut 

connection that skips one or more layers. This allows 

the network to learn residual functions instead of 

attempting to learn the original mapping directly, 

which can make it easier to optimize deeper networks. 

The residual blocks in ResNet50 have different 

configurations, but they all have a common structure. 

Each block contains two or three convolutional layers, 

with batch normalization and ReLU activation between 

them. The shortcut connection in each block skips over 

the convolutional layers and adds the input to the 

output of the last convolutional layer before passing it 

through the activation function. 

The network takes an input image of size 224x224x3 

and outputs a vector of probabilities for each of the 

1000 classes in the ImageNet dataset dataset is shown 

in Figure 7. 

 

Figure 7. ResNet50 Architecture 

3.  Result and Discussion 

The CNN architecture used in this research is VGG-16, 

and its implementation can be seen in Figure 8. 
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Figure 8. Implementation of VGG-16 Architecture 

The CNN architecture used in this study is ResNet50, 

its application can be seen in Figure 9. 

 

Figure 9. Application of ResNet50 Architecture 

In the pre-processing stage, the image size was resized 

to 224x224 pixels. With uniform image size, it can 

make it easier for computation and recognition stages. 

Next, we move on to the data distribution which can be 

seen in Table 1. 

Table 1. Distribution of Train, Test, and Validation Data 

Dataset 
Total 

Train Test Valid 

416 52 52 520 

Based on Table 1, the training and validation data were 

used in the process of training, tuning, and evaluating 

the CNN model, while the test data were used to test 

the performance of the trained model. After obtaining 

images with a uniform size and distribution of image 

data, we move on to the classification stage. In this 

stage, parameters such as those seen in Table 2 are 

used. 

Table 2. Parameters 

Size (pixel) ePoch Batch Size Optimizer 

224 x 224 20 32 ADAM 

Based on the parameters used, which are VGG-16 and 

ResNet50 architectures with the applied model, the 

results obtained can be seen in the following Figure10 

and Figure 11. 

 
(a) 

 
(b) 

Figure 10. VGG-16 Architecture, (a) Accuracy Graph, (b) Loss 

Graph 

 
(a) 

 
(b) 

Figure 11. ResNet50 Architecture, (a) Accuracy Graph, (b) Loss 

Graph 
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Based on Figure 10 and Figure11, that can be 

explained that the classification of eye diseases using 

Convolutional Neural Network (CNN) with VGG-16 

architecture resulted in an accuracy of 78%. 

Meanwhile, using the ResNet50 architecture resulted in 

an accuracy of 80%. To determine the classification 

performance, evaluation of classification metrics and 

confusion matrix was carried out as can be seen in 

Figures 12 and 13. 

The statement is saying that in the experiment, two 

different CNN architectures, VGG-16 and ResNet50, 

were used to classify eye diseases. The accuracy of the 

classification was measured for both architectures, and 

the results were shown in Figures 10 and 11. The 

accuracy of VGG-16 was found to be 78%, while that 

of ResNet50 was 80%. This indicates that ResNet50 

performed better than VGG-16 in classifying the eye 

diseases. 

To further evaluate the performance of the 

classification, classification metrics and confusion 

matrix were calculated and presented in Figures 12 and 

13. The classification metrics provide information 

about the precision, recall, and F1 score for each class, 

while the confusion matrix shows the number of true 

positives, true negatives, false positives, and false 

negatives for each class. These metrics can help to 

analyze the performance of the model in more detail 

and identify the areas that need improvement. 

 

(a) 

(b) 

Figure 12. Classification Metrics, (a) VGG-16 Architecture, (b) 

ResNet50 Architecture 

 
(a) 

 
(b) 

Figure 13. Confusion Matrix, (a) Arsitektur VGG-16, and (b) 

Arsitektur ResNet50 

4.  Conclusion 

Based on the results of the research and testing on the 

classification of fundus glaucoma images using CNN 

(convolutional neural network) with VGG-16 and 

ResNet50 architectures with two identity labels in 

fundus images, the accuracy level for VGG-16 

architecture was 78% and for ResNet50 architecture 

was 80%. Therefore, with these accuracy values, it can 

be concluded that glaucoma detection using CNN 

method with ResNet50 architecture has a better 

accuracy value. 
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