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This study aims to determine which algorithms and test 

techniques are the most optimal in detecting diabetes mellitus 

and obtaining the best results based on the value of accuracy, 

precision, and recall. In this study, approaches were used in 

early diagnosis of diabetes using KNN, SVM, Decision Tree, 

and Ensemble Majority Voting methods in Percentage Split 

and K-Fold Cross Validation methods. Diabetes is a disease 

characterized by high blood sugar (glucose) levels and can 

cause a variety of disease complications and damage to the 

body's organs if not treated immediately. Early diagnosis of 

diabetes is becoming crucial so that people can take immediate 

action to the hospital for immediate treatment. The data used 

is Healthcare-Diabetes from Kaggle. The results of this study 

have found that the K-Fold Cross Validation method is better 

because it can provide an average improvement in Ensemble 

accuracy of 13.42% compared to the Percentage Split method 

which only gives an average increase in Ensamble accuracy of 

9.15%. The best algorithm for classifying diabetes disease is 

the Ensemble Majority Voting algorithm using the K-Fold 

Cross Validation method with a 98.81% accuracy rate. These 

excellent research results may contribute to detecting early 

symptoms of diabetes before it become too severe. 

KEYWORDS 

Decision Tree, Ensemble, Diabetes, 

Support Vector Machine (SVM), K-

Nearest Neighbor (KNN) 

CORRESPONDING AUTHOR 

ali_amran@mipa.unsri.ac.id 

DOI 

10.37034/medinftech.v2i3.62 

 

1. Introduction 

Diabetes is one of the chronic diseases due to 

endogenous insulin secretion disorders and is 

characterized by higher blood sugar levels than normal 

blood glucose levels should be. If not treated 

immediately, diabetes can cause a variety of 

complications of diseases in organs such as eyes, blood 

vessels, and nerves [1]. The amount of movement, diet, 

and age also increases the risk of diabetes. The 

International Diabetes Federation (IDF) estimates that 

there are at least 463 million people aged 20-79 in the 

world suffering from diabetes in 2019 or equivalent to a 

prevalence rate of 9.3% of the total population at the 

same age. The prevalence of diabetes is estimated to 

increase as the age of the population rises to 19.9% or 

111.2 million persons aged 66-79 years. The figure is 

predicted to rise to 578 million in 2030 and 700 million 

in 2045 [2]. 

Early-stage diagnosis is a prerequisite for diabetes to be 

treated properly immediately. Diagnosis of diabetes can 

be done by finding the relationship between patterns and 

tendencies through examination of a data set. Early 

detection of diabetes can use mathematical approaches 

to data mining to analyze data. Data mining has a variety 

of methods, one of which is classification that can be 

applied to early detection or prediction of diabetes. 

Classification is the process of finding a set of patterns 

or functions that describe and separate one data class 

from another and is used to predict data that does not yet 

have a particular data class [3]. Some of the algorithms 

that can be used in the classification of diabetes are the 

KNN, SVM, Decision Tree, and Ensemble Majority 

Voting. 

KNN (K-Nearest Neighbor) is one of the most common 

and easy-to-use classification techniques. However, 

there is also a weakness of this method, which is the 

existence of k-bias values. Several previous studies have 

used KNN algorithms, such as Goddess Cahyanti, 

Alifah Rahmayani, and Syafira Ainy Husniar in the 

classification of breast cancer diseases that yield 

accuracy, precision and recall with performance values 

of around 93% [4]. However, the study only processed 

a small amount of data, 569 data. Muhammad Yunus 

and Ni Kadek Ari Pratiwi also applied KNN in the 

nutritional status forecast. However, the results of the 

study only processed a very small amount of data, 134 
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data, and yielded an accuracy value of 88,06% [5]. Other 

studies that used KNN for the classification of alcohol 

scent produced a precision of 96.4% for K=4 but were 

not done against data that amounted to thousands [6]. 

One of the shortcomings of the KNN method is the 

presence of a k-bias value that affects the value of the 

prediction result, so it is important to determine the 

value k that produces the best accuracy value [7]. 

Another method that can be used to classify diabetes is 

the Support Vector Machine (SVM) algorithm. 

Unlike the KNN algorithm, one of the advantages of 

SVM is that it does not have a k-bias value. SVM is 

machine learning that has a function to separate data sets 

into different classes. A Support Vector Machine 

algorithm will group data that has the same 

characteristics into one class. SVM has high 

generalization capabilities without additional 

knowledge requirements, even with high dimensions of 

input space. SVM is a very useful technique for data 

classification and regression problems created [8]. There 

has been a previous study by Nofie Prasetiyo, Kiki 

Baihaqi, Santi Lestari, and Yana Cahyana using the 

SVM algorithm to classify plants affected by rat pests 

with 25% accuracy [9]. The disadvantage of the research 

is that in addition to the very low accuracy value 

obtained, the research also processes data in the form of 

images in a small amount. In addition, Dwi Sri Rahayu, 

Nursafika, Jihan Afifah, and Sri Intan also conducted 

research using the SVM algorithm in classifying 

diabetes mellitus with an accuracy of 82,01% [10]. 

However, the study only processed a small amount of 

data, 768 data. Other studies using SVM in the 

classification of repulsions produced accurations of 

81.91%, but the datasets used are still few, that is, 470 

data alone [11]. The weakness of SVM is that it can 

produce low accuracy if used on a dataset that has many 

overlapping target classes [12]. Another method that can 

be used to classify diabetes is using the Decision Tree 

algorithm. (DT). 

One of the major advantages of the Decision Tree 

algorithm is that it can produce a Decision Tree that is 

easy to interpret, has an acceptable level of accuracy, 

and is efficient in dealing with both discrete and 

numerical attributes [13]. A previous study that used the 

Decision Tree algorithm to classify child nutrition, 

obtained an accuracy of 81.25% [14]. However, the 

study only performed processing on a small amount of 

data, namely 195 data. Other studies used the Decision 

Tree algorithm in classifying Alzheimer's disease with a 

precision of about 89%. However, this study only 

processed 373 data [15]. Another study that used the 

Decision Tree produced accurations of 98.47% but only 

used 5 indicator attributes in its research [16]. The 

weakness of the Decision Tree method is to produce a 

low accuracy of classification if there is a high degree of 

class imbalance [17]. The Decision Tree algorithm also 

has other weaknesses, namely many linear attributes 

with a lot of memory needed and in some cases can 

occur overfitting [15]. The KNN, SVM, and Decision 

Tree algorithms have their respective advantages and 

disadvantages, so the performance results of the third 

classification of the algorithm will be voted on using the 

Ensemble Majority Voting algorithm to get the best 

classification performance. 

Ensemble Majority Voting is part of an ensemble 

learning that is commonly used as a comparison. 

Ensemble learning is a new field in machine learning 

and deep learning which is a combination of several 

different algorithms for which it is used to train data sets 

and choose final predictions based on the largest number 

of votes [18]. Voting is a concept in which a decision is 

taken by looking at the most number of values that 

appear. Majority voting means making decisions by 

seeing the value or prediction that appears on each 

method and choosing the prediction that appears the 

most [19]. 

Some studies use the majority vote algorithm, namely 

the study to predict heart disease with an accuracy of 

85.71% [20]. However, the study compared only 

random forest, SVM, KNN, LSTM, and GRU methods 

with little data, 303 data only. Another study, which also 

used the majority voting algorithm, produced an 

accuracy of 98.78% but did not compare the results of 

the Decision Tree in its research [21]. Another study 

used the algorithm to predict breast cancer with an 

accuracy of 98.1% but did not compare the results of the 

Decision Tree's research [22]. 

In this study, testing of the four algorithms is used using 

the testing technique of Percentage Split and K-Fold 

Cross Validation. In the Percent Split, a split size of 80% 

is chosen for the training data and 20% for the test data. 

In a test technique of K-Fold Cross Validation, a k value 

of 4 is selected where the data will be divided into four 

groups and can be alternated as training data as well as 

test data four times. The research is aimed at 

determining which algorithms and test techniques are 

the most optimal in detecting diabetes mellitus and 

obtaining the best results based on criteria of accuracy, 

precision, and recall. 

2. Research Method 

The research methods carried out included data 

collecting, pre-processing data, data splitting, training 

and testing data, evaluating models, comparing models, 

and making decisions. 

2.1. Collecting Data 

The dataset used in this study is a dataset taken from 

Kaggle's website in CSV format 

(https://www.kaggle.com/datasets/nanditapore/healthca

re-diabetes?).The target attributes in this dataset are the 

outcome attributes classified in numbers 0 and 1. Thus, 

there are 1816 classified data in outcome number 0 and 

952 data in outcome number 1. A detailed description of 

https://www.kaggle.com/datasets/nanditapore/healthcare-diabetes
https://www.kaggle.com/datasets/nanditapore/healthcare-diabetes
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the attribute used in the diabetes dataset is presented in 

Table 1. 

Table 1. Attribute and Description 

Attribute Description 

Id Subject id 

Pregnancies Subjects’s number of times pregnant 

Glucose Subjects’s glucose concentration over 2 
hours in an oral glucose tolerance test 

Blood Pressure Subject’s blood pressure (mm Hg) 

Skin Thickness Subject’s triceps skinfold thickness 
(mm) 

Insulin Subject’s 2-Hour serum insulin (mu 

U/ml) 
BMI Body Mass Index (kg/m2) 

Diabetes Pedigree 

Function 

The subject’s genetic score for diabetes 

Age Subject’s age in years 

Outcome 0 = false, 1 = true 

2.2. Pre-processing Data 

The data preprocessing phase is very important in the 

data mining process. Data preprocessing means the 

process prepares raw data so there is noise on the data 

so that the results obtained in data mining can be better 

[23]. In this research, attributes that do not influence 

data mining results will be removed, namely the ID 

attribute. 

2.3. Percentage Split 

Percentage Split is a method of dividing or separating 

data into training and testing data in a certain percentage 

[24]. Percentage Split is usually used to evaluate an 

algorithm capable of predicting the percentage of data. 

The percentage of data used in this study is 20:80, which 

means that 20% of the data is used for testing data and 

80% for random data training. Therefore, this method 

can be suitable to help optimize the accuracy of the 

predictive model. 

2.4. K-Fold Cross Validation 

K-Fold Cross Validation is an evaluation method that is 

performed after performing the Percentage Split method 

[25]. K-Fold Cross Validation means that the training 

data will be divided as k, in this study the value of k 

entered is 4. The training data is divided into 4 parts 

which means there is 1 part used as an experiment and 3 

parts as training data. 

2.5. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a data classification 

technique with a training process (supervised learning). 

Support Vector Machine (SVM) is a method that 

compares a selection of standard parameters of discrete 

values called candidate sets. The SVM method works by 

defining the boundary between two classes with the 

maximum distance from the nearest data. The best 

hyperplane is one of the characteristics of the SVM 

classification method to obtain the maximum margin 

size. The core of the training process on the SVM is an 

attempt to locate the hyperplane. The use of SVM is 

limited to minor problems because SVM training 

algorithms tend to be slow and difficult to implement 

[26]. The Support Vector Machine formula can be seen 

in Equation (1). 

𝑓(𝑥) =  𝑠𝑖𝑔𝑛(𝑤𝑥 + 𝑏) (1) 

Where 𝑤 is weight, 𝑥 is input, and 𝑏 is the bias value. 

2.6. K-Nearest Neighbor (KNN) 

The way the K-Nearest Neighbor (KNN) works is by 

finding the closest distance between the data to be 

evaluated and the K-Nearest Neighbor in the training 

data. In this study, the K value used is 4. Classification 

uses the function of distance from new data to training 

data. The space is divided into sections based on the 

classification of the training data. Classification using 

the most votes among the classifications of k objects. 

The KNN algorithm uses the classification of 

inconsistency as the predictive value of the new query 

instance. The method of KNN is very simple, working 

on the shortest distance from the query instance to the 

training sample to determine the KNN [26]. As for the 

KNN formula, it can be seen in Equation (2). 

𝑑 = √∑ (𝑥1 − 𝑥2)2𝑝
𝑖=1  (2) 

Where 𝑥1 is sample data, 𝑥2 is test data, 𝑖 is variable, 𝑑 

is distance, and 𝑝 is data dimension. 

2.7. Decision Tree 

Using a set of decision rules and decision tree structures, 

huge datasets can be divided into smaller record sets 

[27]. Here are the stages in the Decision Tree algorithm: 

a. Prepare training datasets. 

b. Determine the roots of the Decision Tree. 

c. Choose the characteristic that will act as the root of 

the decision tree by calculating the value of the gain. 

Gains are calculated based on the highest Gain value of 

available attributes. The following Equation (3) can be 

used to calculate the Gain value. 

𝐺𝑎𝑖𝑛(𝑆) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑠𝑖|

|𝑆|

𝑁
𝑖=1 × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖) (3) 

d. Procedure for each branch formed, repeat step two. 

On the other hand, to calculate the entropy value, use the 

corresponding equation. The equation that can be used 

is Equation (4). 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ −𝜋𝑁
𝑖=1 × log(2𝜋) (4) 

e. The Decision Tree formation process ends when all 

branches of the N node have the same class. 

2.8. Ensemble Majority Voting 

The Ensemble Majority Voting method became 

essential in decision-making to produce the best 

classification performance. The easiest and most 

efficient decision-making in data mining is based on the 
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majority voting rule which sets samples based on most 

class assignments. The majority vote rule assigns 

samples to the class associated with the highest 

prediction frequency unless a specific limitation on the 

percentage of class agreement is not met [28]. 

2.9. Confusion Matrix 

The number of correctly classified test data and the 

number of incorrectly classified test data are given in a 

table called the Confusion Matrix. The Confusion 

matrix is also used as one of the test methods to calculate 

the performance of classification by obtaining 

Accuracy, Precision, and Recall [29]. The Confusion 

matrix to be used in this study can be seen in Table 2. 

Table 2. Confusion Matrix 

 
Prediction 

Negative Positive 

Actual 
Negative True Negative False Positive 

Positive False Negative True Positive 

Based on Table 2, True Negative (TN) is negative data 

that is predicted correctly and False Negative (FN) is 

positive data that is predicted as negative data. 

Meanwhile True Positive (TP) is positive data that is 

predicted correctly and False Positive (FP) is negative 

data that is predicted as positive data. 

a. Accuracy 

The error rate, also known as accuracy, is a number that 

shows whether a model makes a correct or wrong 

prediction of a data set. Accuracy is usually calculated 

using independent tests, but not always used in the 

learning process. To calculate the accuracy value use the 

formula in Equation (5). 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
 𝑥 100% (5) 

b. Precision 

Precision is the matrix used to calculate the ability of the 

system to generate critical data. It is a True Positive 

prediction ratio combined with all predicted positive 

results. Precision in data mining is the amount of TP data 

divided by the number of data recognized as positive. To 

calculate precision use the following Equation (6). 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 𝑥 100% (6) 

c. Recall 

Sensitivity or Recall is a True Positive prediction ratio 

combined with the total positive data. Sensitivity refers 

to the ability of testing to identify a positive outcome of 

several data that is supposed to be positive. Calculating 

the sensitivity or recall can be done using the following 

Equation (7). 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 𝑥 100% (7) 

3. Result and Discussion 

To be able to figure out which algorithms and methods 

will deliver the best results in the classification of 

diabetes, we need to compare the confusion matrix, 

precision, recall, and accuracy of SVM, KNN, Decision 

Tree, and Ensemble algorithms using the Percentage 

Split and K-Fold Cross Validation methods. 

3.1. SVM Algorithm 

The results of the diagnosis of diabetes using SVM 

algorithms are visible using the confusion matrix that 

will used to calculate the values of Precision, Recall, and 

Accuracy to measure the successful rate. The results of 

the classification using the SVM algorithm using the 

Percentage Split and K-Fold Cross Validation methods 

are visible in Table 3. 

Table 3. Confusion Matrix, Precision, Recall, and 

Accuracy of SVM Algorithms with Percentage Split 

and K-Fold Cross Validation Methods 

Percentage Split 

Class 
Prediction 

0 1 

Actual 
0 297 62 
1 87 272 

    
Label Precision Recall Accuracy 

0 0.77 0.83 
0.7925 

1 0.81 0.76 
   

K-Fold Cross 
Validation 

Class 
Prediction 

0 1 

Actual 
0 1619 197 

1 422 530 

    

Label Precision Recall Accuracy 

0 0.79 0.89 
0.7764 

1 0.73 0.56 

In Table 3, we can see a comparison of the results of 

SVM algorithm classification using both methods. The 

Percentage Split method successfully predicted 

correctly for 297 data labeled 0 and 272 data labeled 1. 

There were also predictive wrongly where 62 data 

labeled 0 predicted as 1, and 87 data labeled 1 predicted 

as 0. Using the K-Fold Cross Validation method, it was 

successfully predicted correctly 1619 data labeled 0 and 

530 data labeled 1, and the predictable error of 197 data 

labeled 0 predicted as 1, and 422 data labeled 1 predicted 

as 0. From the confusion matrix, we can get that the 

Percentage Split method has an accuracy rate of 79.25%, 

whereas the K-Fold Cross Validation method has an 

accuracy rate of 77.64%. 

3.2. KNN Algorithm 

The results of the diagnosis of diabetes using KNN 

algorithms are visible using the confusion matrix that 

will used to calculate the values of Precision, Recall, and 

Accuracy to measure the successful rate. The results of 

the classification using the KNN algorithm using the 

Percentage Split and K-Fold Cross Validation methods 

are visible in Table 4. 



 

Muhammad Iqbal Arsyad. H, et al 

 

Journal Medical Informatics Technology − Vol. 2, Iss. 3 (2024) 76-82 

80 

 

 

Table 4. Confusion Matrix, Precision, Recall, and Accuracy of KNN 

Algorithms with Percentage Split and K-Fold Cross Validation 

Percentage 
Split 

Class 
Prediction 

0 1 

Actual 
0 344 15 

1 14 345 
    

Label Precision Recall Accuracy 

0 0.96 0.96 
0.9596 

1 0.96 0.96 

   

K-Fold 

Cross 

Validation 

Class 
Prediction 

0 1 

Actual 
0 1740 76 

1 267 685 
    

Label Precision Recall Accuracy 

0 0.87 0.96 
0.8761 

1 0.90 0.72 

In Table 4, we can see a comparison of the results of 

KNN algorithm classification using both methods. The 

Percentage Split method successfully predicted 

correctly for 344 data labeled 0 and 345 data labeled 1. 

There were also predictive wrongly where 15 data 

labeled 0 predicted as 1, and 14 data labeled 1 predicted 

as 0. Using the K-Fold Cross Validation method, it was 

successfully predicted correctly 1740 data labeled 0 and 

685 data labeled 1, and the predictable error of 76 data 

labeled 0 was predicted as 1, and 267 data labeled 1 

predicted as 0. From the confusion matrix, we can get 

that the Percentage Split method has an accuracy rate of 

95.96%, whereas the K-Fold Cross Validation method 

has an accuracy rate of 87.61%. 

3.3. Decision Tree Algorithm 

The results of the diagnosis of diabetes using Decision 

Tree algorithms are visible using the confusion matrix 

that will used to calculate the values of Precision, Recall, 

and Accuracy to measure the successful rate. The results 

of the classification using the Decision Tree algorithm 

using the Percentage Split and K-Fold Cross Validation 

methods are visible in Table 5. 

Table 5. Confusion Matrix, Precision, Recall, and Accuracy of 

Decision Tree Algorithms with Percentage Split and K-Fold Cross 

Validation Methods 

Percentage Split 

Class 
Prediction 

0 1 

Actual 
0 356 3 

1 28 331 

    

Label Precision Recall Accuracy 

0 0.93 0.99 
0.9568 

1 0.99 0.92 

   

K-Fold Cross 

Validation 

Class 
Prediction 

0 1 

Actual 
0 1798 18 
1 21 931 

    

Label Precision Recall Accuracy 
0 0.99 0.99 

0.9859 
1 0.98 0.98 

In Table 5, we can see a comparison of the results of 

Decision Tree algorithm classification using both 

methods. The Percentage Split method successfully 

predicted correctly for 356 data labeled 0 and 331 data 

labeled 1. There were also predictive wrongly where 3 

data labeled 0 predicted as 1, and 28 data labeled 1 

predicted as 0. Using the K-Fold Cross Validation 

method, it was successfully predicted correctly 1798 

data labeled 0 and 931 data labeled 1, and the predictable 

error of 18 data labeled 0 predicted as 1, and 21 data 

labeled 1 predicted as 0. From the confusion matrix, we 

can get that the Percentage Split method has an accuracy 

rate of 95.68%, whereas the K-Fold Cross Validation 

method has an accuracy rate of 98.59%. 

3.4 Ensemble Algorithm 

The Ensemble algorithm used here is Majority Voting 

which means making decisions based on the most class 

assignments of the three previously used. The results of 

the diagnosis of diabetes using Ensemble algorithms are 

visible using the confusion matrix that will used to 

calculate the values of Precision, Recall, and Accuracy 

to measure the successful rate. The results of the 

classification using the Ensemble algorithm using the 

Percentage Split and K-Fold Cross Validation methods 

are visible in Table 6. 

Table 6. Confusion Matrix, Precision, Recall, and Accuracy of 
Decision Tree Algorithms with Percentage Split and K-Fold Cross 

Validation Methods 

Percentage 

Split 

Class 
Prediction 

0 1 

Actual 
0 355 4 
1 12 347 

    

Label Precision Recall Accuracy 

0 0.97 0.99 
0.9777 

1 0.99 0.97 

   

K-Fold 

Cross 
Validation 

Class 
Prediction 

0 1 

Actual 
0 1804 12 

1 21 931 

    

Label Precision Recall Accuracy 

0 0.99 0.99 
0.9881 

1 0.99 0.98 

In Table 6, we can see a comparison of the results of 

Ensemnle algorithm classification using both methods. 

The Percentage Split method successfully predicted 

correctly for 355 data labeled 0 and 347 data labeled 1. 

There were also predictive wrongly where 4 data labeled 

0 predicted as 1, and 12 data labeled 1 predicted as 0. 

Using the K-Fold Cross Validation method, it was 

successfully predicted correctly 1804 data labeled 0 and 

931 data labeled 1, and the predictable error of 12 data 

labeled 0 predicted as 1, and 21 data labeled 1 predicted 

as 0. From the confusion matrix, we can get that the 

Percentage Split method has an accuracy rate of 97.77%, 

whereas the K-Fold Cross Validation method has an 

accuracy rate of 98.81%. 



 

Muhammad Iqbal Arsyad. H, et al 

 

Journal Medical Informatics Technology − Vol. 2, Iss. 3 (2024) 76-82 

81 

 

 

3.5 Comparison of Four Algorithms 

The Comparison of the results of four algorithms and 

two methods can be seen from the accuracy values of 

each SVM, KNN, Decision Tree, and Ensemble, as seen 

in Table 7. 

Table 7. Comparison of Precision, Recall, and Accuracy Values of 
Each Algorithm with the Percentage Split and K-Fold Cross 

Validation Methods in Percent (%) 

Method 
Algorith

m 

Labe

l 

Precisio

n 

Recal

l 

Accurac

y 

Percentag
e Split 

SVM 
0 77 83 

79.25 
1 81 76 

KNN 
0 96 96 

95.96 
1 96 96 

Decision 

Tree 

0 93 99 
95.68 

1 99 92 

Ensembl
e 

0 97 99 
97.77 

1 99 97 

K-Fold 

Cross 

Validatio
n 

SVM 
0 79 89 

77.64 
1 73 56 

KNN 
0 87 96 

87.61 
1 90 72 

Decision 
Tree 

0 99 99 
98.59 

1 98 98 

Ensembl

e 

0 99 99 
98.81 

1 99 98 

Table 7 shows that the KNN and Decision Tree 

algorithms can give quite good results in classifying 

diabetes, whereas the SVM algorithms give poor results. 

It also appears that the Ensemble algorithm can improve 

the accuracy of the classification of diabetes. Graphic 

improvement of accuracy values of each algorithm with 

the Percentage Split and K-Fold Cross Validation 

methods visible in Figure 1. 

 

Figure 1. Graphic Comparison Value of Accuracy of each Algorithm 

with Percentage Split and K-Fold Cross Validation Methods. 

Figure 1 shows that the Percentage Split method can 

provide better results for SVM and KNN algorithms. 

The respective accuracy values of the SVM algorithms 

and the KNN with the Split percentage method are 

79.25% and 95.96%, while the K-Fold Cross Validation 

method only achieves accurations of 77.64% and 

87.61%. On the other hand, K-Fold Cross Validation can 

provide a better result for the Decision Tree and 

Ensemble algorithms. The respective accuracy values of 

each of the Decision Tree and Ensemble algorithms with 

the K-Fold Cross Validation method are 98.59% and 

98.81%, while in the Percentage Split method, the 

accurate values will be 95.68% and 97.77%. The 

Ensemble algorithm can improve the accuracy of the 

other three methods with an average increase of 9.15% 

with the Percentage Split method and 13.42% with the 

K-Fold Cross Validation method. 

The results of this study are much better compared to 

previous studies that only used the C4.5 and SVM 

algorithms. The study also only divided the data with the 

Holdout method so that it only got an accuracy rate of 

75.32% with the C4.5 algorithm, and 82.01% with the 

SVM algorithm. This study uses the SVM, KNN, and 

Decision Tree algorithms. This study also utilized the 

Ensemble Majority Voting process to improve the 

accuracy of results. We divided the data using the 

Percentage Split and K-Fold Cross Validation methods 

to get an accuracy rate of 98.81%. 

4.  Conclusion 

The study compared classifications from the KNN, 

SVM, Decision Tree, and Ensemble Majority Voting 

algorithms with the Percentage Split and K-Fold Cross 

Validation methods. Based on the results of this study, 

it was concluded that the Ensemble Majority Voting 

algorithm with the K-Fold Cross Validation method 

could provide a better classification of diabetes. 

The accuracy result is divided into two sections, namely 

the Percentage Split and K-Fold Cross Validation 

methods. The Ensemble Majority Voting algorithm 

successfully gives the highest accuracy value in both 

Percentage Split and K-Fold Cross Validation methods. 

K-Fold Cross Validation can be better because it 

delivers an average improvement of 13.42% in 

ensemble accuracy compared to the Percent Split 

method, which only provides an average increase of 

9.15%. Besides that, the accuracy of the results has 

reached 98.81% using the Ensemble Majority Voting 

algorithm in the K-Fold Cross Validation method 

compared to the Percentage Split which only gives 

97.77%, which means that the Ensemble Majority 

Voting algorithm and K-Fold Cross Validation method 

works best in classifying diabetes. 

Further research can compare the results of other types 

of algorithms using the ensembles of other kinds in the 

Percentage Split and K-Fold Cross Validation methods 

to determine with certainty which method performs best 

consistently in the classification of diabetes. 
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