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Pap smear is a technique to detect changes in the cells in the 

uterine wall. With a Pap smear, a woman can be known to 

have cervical cancer or not. However, the problem of cancer 

screening on pap smear images is largely hindered by 

improper cell staining and overlapping cell images. For 

accurate Pap smear image segmentation, this study uses the 

U-Net method which is better for Pap smear image 

segmentation. This method integrates the MobilenetV2 

network and converts ordinary convolution into deep split 

convolution to improve transmission and feature utilization 

by the network, and at the same time increase the speed of 

feature extraction. Then the segmentation results from 

MobilenetV2 produce accuracy in distinguishing the nucleus, 

cytoplasm, and background on the pap smear image. The 

dataset used in this study is a normal analogue image of the 

Pap smear image obtained from the RepoMedUNM 

Database. Initial data processing is done by digitizing the 

image, where analog data from the Pap smear is transformed 

into a digital image. Based on the results of research that has 

been carried out, namely segmentation of Pap smear images 

using U-Net with MobilenetV2 encoder, the accuracy value 

on differences in nucleus, cytoplasm, and background cells is 

98%. 
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1. Introduction 

Cervical cancer is one of the fourth most common and 

deadly types of cancer among women. In Indonesia, 

cervical cancer is the second most prevalent type of 

cancer after breast cancer. The incidence rate of new 

cervical cancer cases for women in Indonesia is around 

36,663, with a death rate of 21,003 [1]. Early detection 

of cervical cancer can prevent or delay the 

development of cervical abnormalities into invasive 

ones [2]. Currently, cervical cytology screening has 

been widely used, so that cervical cancer and pre-

cancerous lesions can be detected and treated early, 

significantly reducing morbidity and mortality of 

cervical cancer. Among many methods of cervical 

cancer screening, Pap smear has been considered as 

one of the most effective cytology testing methods for 

early detection of cervical cancer [3]. 

Pap smear is a technique used to detect changes in cells 

in the uterine wall. With Pap smear, a woman can be 

diagnosed with cervical cancer or not. Pap smear is 

performed by a pathologist manually with the help of a 

microscope. The time required to identify Pap smear 

cells is quite long, which is caused by the variety of 

cells. Image processing needs to be done so that the 

identification time is faster and the diagnosis errors are 

smaller [4]. 

However, the problem of screening cervical cancer in 

Pap smear images is largely hindered by inaccurate cell 

staining and overlapping cell images [5]. The analysis 

involves a lot of human labor to examine hundreds of 

Pap smear images, requiring a long time [6]. Therefore, 

computer-based Pap smear image segmentation is 

needed to help medical practitioners overcome these 

problems. 

Based on the existing U-Net network, a better UNet 

algorithm is proposed. By replacing the U-Net 

encoding part with the Mobilenet v2 model, the 

original ordinary convolution is changed to a depthwise 

separable convolution. This reduces the network 

parameters and speeds up the operation. The improved 

network model proposes an Inverse Residual Block, 

which reduces the information loss caused by multiple 

convolutions during sampling, improves the 
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segmentation results' accuracy, and achieves faster and 

more efficient feature extraction [7]. This results in 

more accurate Pap smear segmentation. 

1.1. U-Net 

The aim of U-Net is to map features from an image 

(segmentation), this neural network is dedicated to the 

classification problem for each pixel since the label 

vector for each pixel is already provided by the 

radiologist, where each CT scan file can have more 

than 1 nodule, the label in this case is the nodule area 

with the Id Finding value that can be seen in the CSV 

file. The neural network's target is to produce a label 

vector.  

U-Net has an encoder (downsampling) and decoder 

(upsampling) like Autoencoder. Each encoder layer 

will reduce the dimension of the input layer, hence it is 

called downsampling. Each decoder layer will increase 

the dimension of the input layer, hence it is called 

upsampling. The thing that differentiates these two 

types is the existence of a connection layer from the 

encoder to the decoder (concatenate layer). U-Net 

usually uses convolutional layers for the encoder and 

decoder parts rather than dense layers [8]. 

 

 

Figure 1. U-Net Architecture [9] 

Figure 1 shows the U-Net architecture divided into 3 

parts: 

a. Contracting/downsampling path 

b. Bottleneck 

c. Expanding/upsampling path 

Contracting or downsampling consists of 4 blocks, and 

each block is composed of: 

a. 3x3 Convolution Layer + activation function 

b. 3x3 Convolution Layer + activation function 

c. 2x2 Max Pooling 

It should be noted that the number of feature maps will 

double for each pooling, starting with 64 feature maps 

in the first block, 128 for the second block, and so on. 

The purpose of contracting is to capture the contextual 

information of the input image in order to perform 

segmentation. This rough contextual information will 

then be transferred to the upsampling path by skip 

connection. The bottleneck is the part between the 

upsampling and downsampling paths. The bottleneck is 

built from only 2 convolutional layers (with batch 

normalization). Expanding or upsampling aims to 

enable accurate localization combined with contextual 

information from the contracting path. It consists of 4 

blocks and each block consists of: 

a. Deconvolution layer with 2 strides 

b. Merging with feature maps cut from the 

contracting path 

c. 3x3 Convolution Layer + activation function 

(with batch normalization) 

d. 3x3 Convolution Layer + activation function 

(with batch normalization) 

1.2. Modification  

MobileNet was created by Google and has a special 

layer called depthwise separable convolution, which is 

a block consisting of depthwise convolution and 

pointwise convolution. The purpose of this layer is to 

reduce computation (to have fewer parameters) so that 

a smaller model size can be obtained [10]. MobileNet 

is a small, low-latency, low-power model measured to 

meet the resource constraints of various use cases. 

According to research papers, MobileNetv2 improves 

the performance of advanced mobile models on many 

tasks and benchmarks as well as across the entire 

spectrum of different model sizes. MobileNetv2 is a 

highly effective feature extractor for object detection 

and segmentation [11]. 

Using MobileNetv2 in the downsampling part of U-

Net, and replacing regular convolution with depthwise 

separable convolution, results in faster and more 

accurate pap smear image segmentation. 

a. The characteristic of Mobilenetv2 is the Inverted 

Residual Block. As shown in Figure 2, the number 

of channels is first increased with 1x1 convolution, 

and then the spatial 3x3 convolution is converted to 

Depthwise to achieve the effect of reducing the 

number of computations. After the dimension is 

increased, ReLU is added, and then in the 

dimension in Figure 2. 
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Figure 2. Shows the Inverted Residual Block. 

b. The combination of Mobilenet v2 and U-Net 

network structure is shown in Figure 3. The 

network structure consists of an encoder, decoder, 

and skip connection. The encoder part uses the 

Mobilenetv2 model without any merge operation in 

the original U-Net network, making the model 

lighter. The main process is to perform upsampling 

on f4 with four times length and width 

compression, then concatenate with f3, then 

perform upsampling again and f2 on concatenate, 

then perform upsampling again, and finally use 

output convolution filter for image class. A total of 

three upsampling processes are performed in Figure 

3. 

 

Figure 3. U-Net Network Structure Improvement using MobileNetV2 

Encoder [7] 

2. Research Method 

2.1. Research Data 

The Pap smear image dataset was obtained from the 

RepoMedUNM database, consisting of 6139 grouped 

cell images from Thinprep slides, 2346 and non-

Thinprep slides, 3793. Images were obtained using an 

OLYMPUS CX33RTFS2 optical microscope and an 

X52-107BN microscope with a Logitech camera. 

2.2 Image Segmentation  

Pap smear image segmentation uses the U-Net Encoder 

MobilenetV2 method.  

3.  Result and Discussion 

Testing was performed using a dataset of 70 Pap smear 

images, divided into 60 training images and 16 

validation images. The U-Net Encoder MobilenetV2 

algorithm used several hyperparameters and parameters 

in the Adam Optimizer optimization function. The 

values of the hyperparameters are as follows: learning 

rate (Ir) = 0.0001, batch size = 4, verbose = 1, and 

epochs = 50. The loss chart can be seen in Figure 4 and 

the accuracy chart in Figure 5. 

 

Figure 4. Training and Validation Loss Chart 

Figure 4 shows that the training loss has a good value 

while the validation loss briefly experienced overfitting 

but stabilized after epoch 10. 



 

Deviana Sely Wita  

 

Journal Medical Informatics Technology − Vol. 1, Iss. 2 (2023) 31-35 

34 

 

 

 

Figure 5. Training and Validation Accuracy Chart 

Figure 5 shows that the training accuracy has a good 

value while the validation accuracy slightly 

experienced overfitting but after epoch 40, the 

accuracy value stabilized and improved in Figure 6. 

 

Figure 6. Prediction Result from the U-Net Encoder MobilenetV2 

Model 

During the process of learning Pap smear image 

segmentation using the U-Net Encoder MobilenetV2 

method, there was no increase in accuracy in epoch 40, 

so it stopped at that epoch. Figure 6 shows the 

prediction result from the U-net encoder MobilenetV2 

model, where there is a testing image which is the 

original image, then the testing label is the masked 

image, and finally the prediction on the test image is 

the final segmentation result. 

Table 1. Accuracy and Loss Results in the Study 

Prediction  Value 

Epoch  50 

Accuracy  98 % 

Loss  0.06 

From Table 1, the accuracy value at epoch 50 is 98% 

with a loss value of 0.06. 

Testing was performed using a dataset of 70 Pap smear 

images, divided into 60 training images and 16 

validation images. The U-Net Encoder MobilenetV2 

algorithm used several hyperparameters and parameters 

in the Adam Optimizer optimization function. The 

values of the hyperparameters are as follows: learning 

rate (Ir) = 0.0001, batch size = 4, verbose = 1, and 

epochs = 50. The loss chart can be seen in Figure 4 and 

the accuracy chart in Figure 5. 

4.  Conclusion 

Based on the results of the study, which is the 

segmentation of Pap smear images using U-Net with 

the Mobilenetv2 encoder, the accuracy in 

distinguishing nuclei, cytoplasm, and background in 

the images is 98%. Therefore, with that accuracy value, 

it can be concluded that the U-Net encoder 

Mobilenetv2 method has good accuracy. 
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