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Lung cancer is a highly malignant form of cancer and a 

leading cause of death worldwide. This research focuses on 

improving the detection and prediction of lung cancer by 

evaluating different classification methods and sampling 

techniques. The study utilizes a dataset consisting of 1000 

patients and 24 attributes. The objective of this study is to 

compare the performance of classification methods such as 

Logistic Regression, AdaBoost, and GradientBoosting, along 

with different sampling techniques including random over-

sampling, random under-sampling, and SMOTE by Level 

Considering for Lung Cancer prediction. The evaluation 

metrics used include accuracy, precision, recall, and F1-

score. The experimental results reveal that Gradient Boosting 

(GBoost) achieves perfect accuracy, precision, recall, and 

F1-score values of 100% in identifying lung cancer cases 

within the dataset. This highlights the effectiveness of 

GBoost in accurately predicting lung cancer occurrence. The 

findings of this research aim to contribute significantly to the 

development of more effective diagnostic and predictive 

methods for lung cancer. 
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1. Introduction 

Lung cancer is one of the deadliest diseases with an 

increasing incidence rate worldwide [1]. The survival 

rate and treatment outcomes for lung cancer patients 

greatly depend on the stage of cancer at the time of 

diagnosis. Therefore, it is crucial to develop accurate 

prediction models to identify the precise stages of lung 

cancer, thus providing guidance for appropriate clinical 

decision-making. The study involves a comprehensive 

review of relevant studies, testing classification 

methods, data processing techniques, and validation 

approaches used in creating specific prediction models 

for cancer stages. Algorithms such as Logistic 

Regression, AdaBoost and Gradient Boosting (Gboost) 

are discussed, with an emphasis on optimizing their 

performance using relevant clinical features and 

appropriate datasets. 

The performance evaluation of the algorithms involves 

metrics such as accuracy, precision, recall, and F1-

score, using a well-documented lung cancer dataset [2]. 

The results of this research will provide valuable 

insights into effective algorithm variants in predicting 

lung cancer risks, considering datasets that have three 

levels of risk: low, medium, and high. This will 

facilitate the development of more accurate prediction 

methods and personalization to enhance the 

management and treatment of lung cancer. 

This research utilizes supervised data modeling in 

machine learning, consisting of algorithms used for 

comparison. The tested algorithms include Logistic 

Regression (LR), AdaBoost, and Gboost with sampling 

technique Random Under Sampling (RUS), Random 

Over Sampling (ROS) and SMOTE. Based on the 

Kaggle dataset, which consists of 1000 patient data 

with 23 attributes and the target level as a class [3].  

2. Research Method 

In this section, we will describe the dataset used and 

the main steps of the methodology adopted for 

predicting lung cancer risk. We will perform class 

balancing in the dataset to ensure a balanced 

distribution, as well as rank the features in the balanced 

data. Additionally, we will provide an overview of the 

frequency of occurrence of nominal features in relation 

to lung cancer classes. Furthermore, we will explain 

the machine learning models used and the performance 

metrics to be measured [4]. Figure 1 shows overview 

of the architecture in the prediction system. 
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Figure 1. Block Diagram of Lung Cancer Prediction 

2.1 Dataset 

This research relies on a public dataset [3] with a total 

of 1000 patients, and all attributes (23 attributes as 

inputs for the ML model and 1  for the target class) are 

described as follows in Table 1. 

Table 1. Selection Attribute Patients 

No Attribute No Attribute 

1 Age 13 Chest Pain 
2 Gender 14 Coughing of Blood 

3 Air Pollution 15 Fatigue Levels 

4 Alcohol use 16 Weight Loss 
5 Dust Allergy 17 Shortness of Breath 

6 
Occupational 

Hazards 
18 Wheezing 

7 Genetic Risk 19 Swallowing Difficulty 

8 
Chronic Lung 

Disease 
20 Clubbing of Finger Nails 

9 Balanced Diet 21 Frequent Colds 

10 Obesity 22 Dry Coughs 

11 Smoking 23 Snoring 
12 Passive Smoker 24 Level 

2.2 Pre-Processing 

In this stage, data preprocessing is performed before 

modeling. The data preprocessing stage involves 

cleaning or examining the data to identify invalid or 

missing values. After the data is checked using data 

cleaning techniques, feature selection is conducted to 

determine the most relevant features or attributes that 

will be used in the data modeling process. In the data 

cleaning stage, the data is examined to identify any 

missing values in each data point [5] 

2.3 Data Partitioning 

The stage of data splitting in the lung cancer prediction 

system involves data collection and determining the 

training and testing datasets. In this study, we allocate 

80% of the dataset for training the model, while the 

remaining 20% is used as the testing dataset to evaluate 

the system's performance [6]. 

2.4. Data Modeling 

In the data modeling stage, this study employs the 

Supervised Machine Learning method. Supervised 

Machine Learning is an algorithm that learns from 

labeled training data to assist in predicting outcomes 

for unseen data. In supervised learning, the machine is 

trained using correctly "labeled" data [7]. This can be 

compared to learning in the presence of a supervisor or 

teacher. The data is divided into training data and 

testing data, where the training data is used to train the 

machine, and the testing data is used to evaluate the 

machine's ability to provide accurate predictions. 

Supervised learning can be further divided into 

regression and classification methods [8]. 

2.5. Classification 

The types of classification Machine Learning 

algorithms used for predicting lung cancer include 

Logistic Regression, AdaBoost, and Gboost with RUS, 

ROS and SMOTE for Technique Sampling. 

a. Logistic Regression (LR) 

Logistic regression is used to estimate parameters 

of the logistic model and is commonly used in 

binary classification tasks. Logistic regression 

estimates the probability of a binary response based 

on one or more independent variables. In the field 

of machine learning, logistic regression is widely 

used in various domains, including the medical 

field [2] Below is the logistic regression algorithm 

mathematical Equation (1) [9]. 

i=Logistic regression (p)=1n(p/(1-p))                 (1)  

b. AdaBoost 

AdaBoost is a powerful ensemble learning 

algorithm that can effectively leverage a small 

training dataset by dynamically adjusting the 

weights assigned to each training example. The 

algorithm follows a series of steps to iteratively 

train weak classifiers and combine them into a 

strong classifier [10] These steps can be 

summarized as follows in Algorithm 1. 
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Algorithm 1: AdaBoost Pseudocode [15] 
Input: Let D be the dataset that includes 
{(a1,b1), (a2,b2), . . . .. (am, bm)}; 
Let λ be the learning (base) algorithm 
         Let T be the total No. of learning 
rounds. 
Process: 
      D1(i) = 1/m 
      for time = 1, . . . , T; 
ht = λ (D, Dt); weak learner is trained 
with Distribution Dt 
∈t = PrPri∼Dt [ht(ai ≠ bi)]; Error measure 
(entropy) 

∝t = 
1 

2
 1n (

1−∈t

∈t
) ; % determine the weight of ht 

Dt+1(i) = (
𝐷𝑡(𝑡)

𝑍𝑡
) ∗ {

exp (−∝ 𝑡) 𝑖𝑓 ℎ𝑡 (𝑎𝑖) = 𝑏𝑡

 exp (∝ t) 𝑖𝑓 ℎ𝑡 (𝑎𝑖) ≠ 𝑏𝑡
 

 
Dt(t)exp(−∝ tytht(ai)

Z𝑡
 

 
Outcome: H(a) = sign ∑ ∝ t𝑇

𝑡=1 ℎ𝑡(b) 

c. Gboost 

Gradient boosting is a boosting-like algorithm for 

regression. Gradient boosting builds an additive 

approximation of F*(x) as a weighted sum of 

functions. formulas calculation it can be written 

using Equation (2), Equation (3), Equation (4), and 

Equation (5) [11]. 

𝐹𝑚(𝒙) = 𝐹𝑚−1(𝑥) + 𝜌𝑚ℎ𝑚(𝑥),                             (2) 

𝐹0(𝐱) = arg 𝑚𝑖𝑛𝛼  ∑ 𝐿(𝑦𝑖 , 𝑎).

𝑁

𝑖=1

                            (3)  

(𝜌𝑚, ℎ𝑚(𝐱)) = arg 𝑚𝑖𝑛𝑝,ℎ  ∑ 𝐿(𝑦𝑖𝐹𝑚−1(𝑥𝑖) + ρh(𝑥𝑖))

𝑁

𝑖=1

 (4) 

  

𝑅𝑚𝑖 = [
𝜕𝐿(𝑦𝑖 , 𝐹(𝑥))

𝜕𝐹(𝑥)
] 𝐹(𝑥) = 𝐹𝑚−1(𝑥)              (5) 

d. RUS 

RUS technique works by randomly eliminating data 

points from the majority class, either with or 

without replacement, until the proportion between 

the two classes is balanced. This approach involves 

randomly removing instances belonging to the 

majority class in the target variable until their 

quantity matches that of the minority class [12], 

formulas calculation it can be written using 

Equation (6). 

𝑥𝑛𝑒𝑤 = 𝑥𝑖 + (𝑥^
𝑖 − 𝑥𝑖) ∗ 𝛿                                    (6) 

e. ROS 

Random Oversampling (ROS) technique is utilized 

to address the challenge of imbalanced datasets. 

This method involves replicating instances from the 

minority class to achieve a balanced class 

distribution [13]. The process entails randomly 

selecting instances from the minority class and 

adding them to the dataset until the class 

distribution is leveled out. 

f. SMOTE 

The SMOTE algorithm finds application in various 

domains, such as network intrusion detection 

systems, where it effectively addresses the 

challenge of imbalanced data by mitigating the 

class imbalance problem. SMOTE technique 

synthetically increase the minority class using 

Equation (7) [14].  

          𝑥𝑠𝑦𝑛 = 𝑥𝑖 + (𝑥𝑘𝑛𝑛 − 𝑥𝑖) ∗ 𝑡                                 (7)  

the formulas calculation it can be written using 

equation 

2.6. Feature Analysis 

Based on the observed dataset, Figure 4 shows the 

distribution of patients by age groups. The dataset 

indicates that lung cancer predominantly affects 

individuals between the ages of 24 to 53, with the age 

group of 34-38 having the highest frequency in Figure 

2. 

 

Figure 2. Distribution of Patients by Age Groups in the Balanced 

Data. 

3. Result and Discussion 

To evaluate the performance of the machine learning 

model, several metrics are used, including accuracy, 

precision, recall, and F-measure. These metrics are 

evaluated using a 3 x 3 confusion matrix, as seen in the 

accompanying Figure 5,  which consists of four 

elements: true positive (TP), true negative (TN), false 

positive (FP), and false negative (FN) [15]. Accuracy 

measures how well the model can predict the overall 

data correctly. Additionally, recall measures the 

model's ability to accurately identify positive cases or 

true positives, compared to the total number of actual 

positive cases. Precision is a measure of the model's 

quality in providing accurate predictions, while recall 
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is a measure of the quantity of predictions made by the 

model. F-measure is a harmonic value that combines 

precision and recall, providing an overall evaluation of 

the model using a single score in Figure 5 [16] the 

formulas calculation it can be written using Equation  

(8), Equation  (9), Equation  (10), and Equation  (11).  

 

Figure 3. Illustrates an example of a 3x3 confusion matrix depicting 

classes A, B, and C on the left side. On the right side, there is the 
corresponding binary confusion matrix specifically for class A. 

Precision =
TP

TP + FP
                                                     (8) 

Recall =
TP

TP + FN
                                                           (9) 

Accuracy =
TP + TN

TN + TP + FN + FP
                              (10) 

F1 − Score = 2 x 
Recall x Precission

Recall + Precission
                   (11) 

Table 2. Selection Accuracy Result (%) 

Sampling Technique  LR AdaBoost GBoost 

Without Imbalance Sampling 99.50 72.50 100 

RUS 99.50 71.00 100 

ROS 100.,00 68.50 100 

SMOTE 99.50 71.00 100 

 

Figure 4.  The Accuration of the Classification Methods for 

Predicting Lung Cancer. 

Table 3. Selection Precision Result (%) 

Sampling Technique  LR AdaBoost GBoost 

Without Imbalance Sampling 99.51 57.82 100 

RUS 99.51 77.27 100 

ROS 99.51 53.82 100 

SMOTE 99.51 77.27 100 

 

Figure 5.  The Precision of the Classification Methods for Predicting 
Lung Cancer. 

Table 4. Selection Recall Result (%) 

Sampling Technique  LR AdaBoost GBoost 

Without Imbalance Sampling 99.50 72.50 100 

RUS 99.50 71.00 100 
ROS 100.00 68.50 100 

SMOTE 99.50 71.00 100 

 

 

Figure 6.  The Recall of the Classification Methods for Predicting 

Lung Cancer. 

Table 5. Selection F1 Score Result (%) 

Sampling Technique  LR AdaBoost GBoost 

Without Imbalance Sampling 99.50 62.93 100 

RUS 99.50 65.47 100 
ROS 100.00 58.49 100 

SMOTE 99.50 65.47 100 
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Figure 7.  The F1-Score of the Classification Methods for Predicting 

Lung Cancer. 

Table 6. Comparison Selection with Related Research (%) 

Model Accuracy Recall Precision F1-Score 

Rikta [17] 98.76 98.79 98.76 98.76 
Yadaf [18] 87.00 98.00 88.00 93.00 

Proposed Method 100.00 100.00 100.00 100.00 

 

Figure 8.  Comparison Selection with Existing Study. 

4.  Conclusion 

Based on the research findings presented in Table VI, it 

can be concluded that Gboost, when combined with all 

sampling techniques, achieved the highest performance 

in predicting lung cancer occurrence. This indicates 

that Gboost is a powerful algorithm for the task of 

predicting lung cancer using machine learning on the 

Kaggle dataset with 1000 data patients. The results of 

the study can be show in Table II-V that Gboost 

consistently achieved perfect scores in accuracy, 

precision, recall, and f1-score, which were 100% for all 

sampling techniques. This demonstrates the reliability 

and effectiveness of Gboost in classifying lung cancer 

cases with high accuracy. This highlights the potential 

of Gboost as a reliable and accurate tool for lung 

cancer prediction. It should be emphasized that the 

choice of the optimal algorithm is influenced by 

several factors, including specific task demands, 

dataset size and properties, and computational 

constraints. Therefore, further analysis and evaluation 

may be necessary to determine the most suitable 

algorithm for specific scenarios. 
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