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Heart failure is a major public health concern that causes a 

substantial number of deaths worldwide. Risk factor analysis 

is required to diagnose and treat patients with heart failure. 

The logistic regression with hyper parameter tuning 

optimization is presented in this research, with ejection 

fraction, high blood pressure, age, and serum creatinine as 

relevant risk factors. This study indicates that better data 

preparation utilizing Deep Learning with hyper parameter 

adjustment be used to determine the best parameter that has a 

substantial influence as a risk factor for heart failure. The 

experiments employed data from the Faisalabad Institute of 

Cardiology and Allied Hospital in Faisalabad (Punjab, 

Pakistan), which included 299 samples. The experimental 

results show that the proposed approach outperforms related 

studies with a recall of 63.16%. 
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1. Introduction 

Heart disease is a critical public health issue that affects 

people all over the world. According to the World 

Health Organization (WHO), cardiovascular disease 

(CVD), which includes coronary heart disease, stroke, 

and heart failure, is responsible for a substantial 

number of deaths worldwide [1]. The World Health 

Organization reports that CVD, including heart failure, 

accounts for 31% of all global mortality [2]. Heart 

failure occurs when the heart is unable to properly 

pump blood to meet the body's demands. High blood 

pressure, diabetes, coronary heart disease, and other 

heart problems can all increase the risk for getting heart 

failure. CVD, particularly heart failure, is one of the 

leading causes of death worldwide [3].  

To maintain optimal function of existing tissues, the 

human body requires an adequate mix of oxygen and 

nutrients. The heart is the primary pump that circulates 

blood throughout the body via the circulatory system. If 

the heart's function is disrupted, the circulatory system 

can become clogged, resulting in heart failure [4]. 

Ejection fraction, high blood pressure, serum 

creatinine, anemia, diabetes, creatinine phosphokinase, 

platelets, serum sodium and other parameters are 

involved. These indicators have a strong correlation in 

heart failure patients. 

Furthermore, age-related factors influence the 

susceptibility to heart failure. Identification and 

extraction of some vital information about these factors 

could lead to better heart disease prediction [5], which 

is an important component of efforts to prevent, 

manage, and treat heart disease. Machine learning can 

be used to assess and identify people with heart failure, 

and it is widely employed in research and prediction. 

[6]. As a result, it encourages researchers to identify 

features that have a significant impact on the prediction 

of heart failure. 

This study proposes a model for detecting heart failure 

that takes into consideration ejection fraction, high 

blood pressure, serum creatinine, anemia, creatinine 

phosphokinase, platelets, serum sodium, age, and 

diabetes. The study also looks into the optimum 

approach for imbalance data by using existing sampling 

methods such as the Synthetic Minority Over Sampling 

Technique (SMOTE). By incorporating known feature 

selection methods such as Forward Selection, this 

experiment aims to determine the best parameter that 

has a significant impact on the best prediction. This 

study is predicted to produce the best predictive model 
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with high accuracy and sensitivity when compared to 

previous work. 

2. Research Method 

2.1. Related Work 

The same dataset is used in [7], and they apply several 

machine learning classifiers to both predict the patient’s 

survival and rank the features corresponding to the 

most important risk factors. They only used serum 

creatinine and ejection fraction to predict mortality 

events using feature ranking analysis and according to 

results from traditional biostatistical tests. The logistics 

regression method is the best model to predict heart 

failure with accuracy 58.5%, and sensitivity 54.1%. 

Using the same dataset [8], the random forest method 

was used to predict death occurrences and 

implementing the existing sampling methods such as 

Synthetic Minority Over Sampling Technique 

(SMOTE), Borderline-SMOTE, and adaptive synthetic 

(ADASYN) to balance unbalanced classes in the 

dataset. The experimental results show that ejection 

fraction, serum creatinine, and age are all highly 

significant factors for predicting heart failure. Their 

findings yielded a sensitivity of 71.23%, a specificity of 

75.11%. 

Table 1. Faisalabad Heart Failure Dataset 

No Attribute Description 

1 Age Age of the patient (years) 
2 Anemia Decrease of red blood cells or Hemoglobin (boolean) 

3 High Blood Pressure If the patient has hypertension (boolean) 

4 Creatinine Phosphokinase (CPK) Level of the CPK enzyme in the blood (mcg/L) 
5 Diabetes If the patient has diabetes (boolean) 

6 Ejection Fraction percentage of blood leaving the heart at each contraction (percentage) 

7 Platelets platelets in the blood (kiloplatelets/mL) 
8 Serum Creatinine level of serum creatinine in the blood (mg/dL) 

9 Serum Sodium level of serum sodium in the blood (mEq/L) 

10 Sex woman or man (binary) 
11 Smoking yes or no (binary) 

12 Time follow-up period (days) 

13 Death Event 
if the patient deceased during the follow-up period (boolean) as a target 
attribute 

 

Other research was conducted by using two primary 

features: serum creatinine and ejection fraction in early 

stage [9] from the same dataset. After that, two feature 

selection approaches, minimum redundancy maximum 

relevance, and recursive feature elimination based on 

Naïve Bayes were employed. Then employs a decision 

tree technique for the best classifiers. They achieved an 

accuracy of 80%, a sensitivity of 51.72%, and a 

specificity of 93.44%.  

Previously, numerous machine learning algorithms or 

feature selection approaches [10] and handle 

unbalanced class were used in the study. There are 

quite a few research have employed a combination of 

feature selection, SMOTE and hyper parameter 

optimization approaches before. This study proposes 

SMOTE to find out the best sampling class. Then, a 

pre-processing feature selection based on Deep 

Learning is utilized to pick the best and most 

significant features. On the other hand, hyper parameter 

tweaking is used to optimize the prediction model 

generated by the classification process using logistic 

regression. 

2.2. Proposed Method 

All the experiments have been conducted in a Rapid 

Miner Studio v.10.1 Educational Edition on  Intel Core 

i5 2 Cores running at 2.4Ghz machine which is 

equipped with 16 GB DDR4 Random Access Memory 

(RAM). Figure 1 depicts the overall research technique. 

 

Figure 1. Block diagram of heart failure prediction 

2.3. Dataset 

This dataset contains medical information from 299 

Electronic Health Record (EHR) patients who were 

treated at the Faisalabad Institute of Cardiology and 

Allied Hospital in Faisalabad (Punjab, Pakistan) for 

heart failure. These patients ranged in age from 40 to 

95 years and included 105 women and 194 males. 

According to the New York Heart Association (NYHA) 

categorization for stages of heart failure, all 299 

patients had ventricular systolic dysfunction and 

previous heart failure, putting them in class III or IV. 

During the follow-up period, 96 patients died as a result 

of heart failure. As stated in Table 1, this dataset 

comprises 13 attributes, one of which is a target 

attribute. 

In general, raw data frequently contains noisy and 

inconsistent examples, which might impede effective 

prediction and proper machine learning analysis [11]. 

As a result, data preparation is a key stage in machine 

learning analysis since it prepares the data set for 
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improved analysis outcomes. The heart failure dataset 

is preprocessed in this context. Additionally, feature 

engineering is performed to change the type of feature 

if necessary.  

We removed the sex and time attributes since they 

could lead to biased models or decisions. The death 

event attribute has a value of 1 for patients who died 

and 0 for those who survived the treatment term. We 

defined a positive class (class 1) based on the death 

event attribute of the deceased patients (death event = 

1). We divided the dataset into two sections, 80% of the 

total amount for the training set and 20% for the test 

set. To ensure that the results are reproducible, we 

select 1992 as the local random seed. 

2.4. Imbalanced Sampling Method 

Synthetic Minority Over-Sampling Technique 

(SMOTE) is a random over sampling method that 

generates data on the kind portion connecting minority 

class sample and its k-Nearest Neighbors (KNN) [8]. 

First, random data is selected from a minority class 

sample. Next, the KNN are randomly chosen. In 

SMOTE, a new synthetic minority class xnew is 

generated, which lies on the line segment between xi 

and xk as Equation (1). 

𝑥𝑛𝑒𝑤 = (𝑥𝑖 − 𝑥𝑘) × 𝛿   (1) 

Where xi is minority class random data, k is hyper-

parameter of KNN, xk is KNN of xi and 𝛿 is random 

value between 0  and 1. 

We are randomly selecting examples from the training 

set, and the sample size is based on a relative random 

sample with class 1 by ratio 1.0 and class 0 by ratio 0.9. 

Then we apply SMOTE to these random examples and 

set the number of neighbors to two. 

2.5. Pre-Processing 

We increased machine learning accuracy using min-

max data standardization to compensate for the 

dataset's small size, and the model may then be trained 

using the dataset [12]. It is important to standardize the 

data before forecasting with machine learning. 

Normalization is required because some machine 

learning algorithms want to detect patterns in data sets 

by comparing data point properties. If the qualities are 

on significantly different scales, there will be issues. 

Simply expressed, when numerous properties have 

values at different sizes, a weak data model can arise. 

Min-max normalization is the normalizing approach we 

use to ensure that all attributes or features have the 

same scale [13]. 

Min-max normalization is a linear data normalization 

procedure in which the minimum data value becomes 0 

and the maximum data value becomes 1 for each 

variable. Equation (2) below is used to modify each 

value [14].   

𝑥′ =
𝑥 −min(𝑥)

max(𝑥)−min(𝑥)
  (2)   

Where 𝑥′ is new value of each entry,  𝑥 is attribute data 

values, max(𝑥) is maximum value of x, and min(𝑥) is 

minimum value of x. 

Bias can occur when variables or attributes considered 

at different levels do not contribute equally to the fit of 

the model and function being trained. As a result, 

feature-based normalization, such as min-max scaling, 

is frequently used prior to model fitting to mitigate this 

potential issue. As a result, the data is not cleansed or 

sorted prior to normalization. We have data that is 

neatly aligned and well-ordered or normalized after 

min-max normalization. The accuracy of machine 

learning models improves when data is always 

standardized. 

2.6. Feature Selection 

In general, a dataset comprises numerous sorts of 

valuable information that cannot be easily retrieved. 

This information can be derived by studying the 

dataset. We employed statistics and Exploratory Data 

Analysis (EDA) on the dataset in this work to reveal 

hidden patterns and trends [15]. It helps to qualitatively 

get more information about the dataset by visualizing 

the attributes characteristics [16] or primarily through 

the use of graphics. Also, EDA was used to assess the 

data prior to modeling [17].  

Table 2. Parameter of Feature Selection 

Selected Parameters Value 

Selection Direction forward 
Limit Generations Without Improval 1 
Maximum Number Of Generations 30 
Keep Best 3 

A Deep Learning approach based on forward selection 

was employed with a tuning hyperparameter to apply 

feature selection. Table 2 shows how we use the feature 

selection parameter, and Table 3 shows how we tune 

the hyper parameters. As demonstrated in Table 4, 

Deep Learning clearly identifies ejection fraction, high 

blood pressure, age, and serum creatinine as the most 

important and meaningful indicators in predicting 

mortality or survival in heart failure patients. 

Table 4 depicts the four most significant features that 
are responsible for heart failure, survival, and mortality. 
This is the most important risk factor for heart failure 
patients. Ejection fraction has significantly positive for 
heart failure prediction, while high blood pressure, age 
and serum creatinine are negatively affects for heart 
failure prediction. 

Table 3. Hyper Parameters of Deep Learning 

Selected Parameters Value 

Nesterov_Accelerated_Gradient True 

Momentum_Start 0.9 
Learning_Rate 0.01 

Activation Tanh 

Learning_Rate_Decay 0.5 
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Table 4. Result of Feature Selection 

Attribute Weight 

Ejection_Fraction 1.026 

High_Blood_Pressure -0.399 
Age -0.585 

Serum_Creatine -1.259 

2.7. Logistic Regression 

The relationship between one binary dependent 

variable, also known as the outcome variable, and one 

or more independent variables, also known as the 

covariate or explanatory variable, is described and 

estimated using logistic regression models. Logistic 

regression models are adaptable, have powerful 

interpretations, and have been utilized to analyze events 

in a variety of medical and non-medical research 

disciplines. Logistic regression models, like other types 

of regression models, are frequently used to evaluate 

predictors and account for variables and/or 

relationships.  

These models are used to examine retrospective data, 

including case-control studies, and to construct 

predictive algorithms that can be presented in 

nomograms or online calculators to express the 

probability of an occurrence, such as toxicity or light 

bulb failure in the two instances above. When 

comparing two cohorts on an outcome, logistic 

regression models are also used to generate propensity 

scores, which can subsequently be used to balance the 

case mix (i.e., a variety of characteristics) of the two 

cohorts. In unpaired or weighted analysis, likelihood 

ratings for logistic regression models are commonly 

utilized.  Finally, logistic regression is a common 

machine learning approach for two-class classification 

problems since the outcome variable is binary [18]. 

In this study, we used the default values for Logistic 
Regression parameters and subsequently improved 
them via hyper parameter optimization. 

2.8. Hyper Parameter Optimization 

Optimized Parameters (Grid) was the optimization 

approach used in this study. The goal is to find the best 

model performance combination that can be used as an 

logistic regression prediction model.  

Table 5. Logistic Regression Hyper Parameters 

Selected Parameters Value 

Solver IRLSM 

Reproducible true 
Maximum_Number_Of_Threads min=1, max=100, steps=10 

Compute_P-Values true 

Add_Intercept true 
Max_Iterations min=0, max=100, steps=10 

Remove_Collinear_Columns true 

Regularization true 
Lambda min=0.1, max=100, steps=2 

Lambda_Search true 

Alpha min=0, max=1, steps=2 
Early_Stopping true 

Stopping_Rounds 3 

Stopping_Tolerance 0.001 

Table 5 illustrates how we use hyper parameter tuning. 

Other research results show that hyper parameter tuning 

can improve accuracy, recall, precision, and AUC [19]. 

2.9. Performance Evaluation Criteria 

Accuracy, recall/sensitivity, specificity, G-mean, 

Matthews’s correlation coefficient (MCC), and receiver 

operating characteristic area under the curve (AUROC) 

were used in this study to determine the classification 

algorithm with the best performance. The coefficient 

value is used to evaluate risk variables. It highlights 

key risk factors. The following equation is used to 

calculate the value of this measure [20], [21], [22], 

[23], [24]. 

  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
   (3) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (4) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
    (5) 

𝐺 − 𝑚𝑒𝑎𝑛 = √𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦  (6) 

𝑀𝐶𝐶 =
𝑇𝑃 ×𝑇𝑁 −𝐹𝑃 ×𝐹𝑁 

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁)
  (7) 

True positives, false positives, false negatives, and true 

negatives are represented by the letters TP, FP, FN, and 

TN. The ROC curve is created using the value received 

from the confusion matrix computation, which is the 

difference between the False Positive Rate (1 - 

Specificity) and the True Positive Rate (Sensitivity) 

[25]. 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =  
𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

Sensitivity or Recall, also known as True Positive Rate 
(TPR), represents the performance of the classifier on 
the positive (minority) class. A higher value of 
sensitivity reflects that the classifier is good at 
predicting the minority class instances.  

We want to avoid false negatives as much as possible 
when predicting heart failure. A false negative case 
suggests that a heart disease problem was missed, 
which could be fatal. False positives (a healthy person 
with a false heart problem diagnosis) are not as critical 
in this use case as preventing a circumstance in which 
we do not detect a major problem such as heart disease.  

If a person has heart disease, he or she should not be 
considered a healthy patient. Undiagnosed heart disease 
should not result in an accident that stops the patient 
from receiving proper care. In other words, recall 
becomes a critical metric. 

3. Result and Discussion 

The datasets summarize the results of the descriptive 

statistical analysis of the 299 heart failure dataset 
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observations, 96 of which were heart failure deaths and 

203 of which were heart failure survivors.  

Table 6. Selection of Comparison for Logistic Regression 

Evaluation 
Without SMOTE 

and Feature 
Selection 

SMOTE 
SMOTE and 

Feature 
Selection 

Accuracy 68.33 31.67 76.67 
G-Mean 0 0 70.30 
Sensitivity 0 100 57.89 
Specificity 100 0 85.37 
AUC 50 0 75 
MCC - - 44.65 

The model was tested without using the sample class 

imbalance approaches technique, and feature selection 

was performed initially for comparison with SMOTE 

methods and feature selection. Table 6 lists the 

experimental outcomes in terms of accuracy, G-Mean, 

sensitivity, specificity, AUC, and MCC, and Figure 2 

shows a visual comparison of them. The best accuracy 

for SMOTE and Feature Selection was reached by 

applying logistic regression, which had an average 

accuracy of 76.67%. 

The importance of individual features for each 
classifier is established via forward elimination, 
depending on the value of the importance of the 
features found by each applicable machine learning 
method. Feature significance values were determined to 
find the features that are most essential in predicting the 
chance of death in heart failure.  

 

Figure 2. Examining Evaluation Metrics 
 

Table 7. Comparison Logistic Regression with Optimization 

Evaluation 
SMOTE and Feature 

Selection 

SMOTE and Feature 
Selection with Hyper 

Parameters 

Accuracy 76.67 73.33 

G-Mean 70.30 70.21 

Sensitivity 57.89 63.16 

Specificity 85.37 78.05 

AUC 75.00 72.80 
MCC 44.65 40.19 

 

Figure 3. Comparison of Logistic Regression with Optimization 

Our proposed logistic regression classifier was trained 

using only SMOTE, feature selection. When the 

approach's current logistic regression hyperparameter 

was tuned, the classifier's prediction performance 

improved noticeably. The results of incorporating hyper 

parameter optimization methodologies are shown in 

Table 7 and Figure 3. 

When compared to earlier relevant studies, Table 8 

shows that the suggested technique, logistic regression 

(LR) using SMOTE, feature selection (FS), and hyper 

parameters optimization (HYPER), yields the best 

results with an AUC of 72.80% and a sensitivity of 

63.16%. Some measures were not reported by the 

authors. Therefore, they are kept empty, such as AUC 

and MCC metric. Figure 4 depicts a visual comparison 

with related research studies. 

Table 8. Performance Evaluation Against Related Research (%) 

Study Chicco [7] Kim [8] Hasan [9] This Study 

Method 

RF 

univariate 

feature 

selection 

RF 

+SMOTE 

DT 

+MRMR 

+RFE 

LR  

+SMOTE 

+FS 

+HYPER 

Accuracy 58.50 – 80.00 73.33 

G-Mean 68.01 73.14 69.52 70.21 

Sensitivity 54.10 71.23 51.72 63.16 

Specificity 85.50 75.11 93.44 78.05 
AUC 69.80 – 72.58 72.80 

MCC 41.80 – – 40.19 

 

Figure 4. Performance Evaluation Against Related Research 

4.  Conclusion 

The study's goal is to create a machine learning model 

that can predict heart failure survival and identify the 

most important risk variables. Overall, the logistic 

regression with SMOTE hyper parameter tweaking and 
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feature selection outperforms previous models such as 

DT + MRMR + RFE. Ejection fraction, high blood 

pressure, age, and serum creatinine have the potential 

to become key markers for predicting heart failure. Our 

proposed model could be useful for physicians and 

experts screening heart failure patients in a clinical 

setting.  SMOTE hyper parameter tweaking, and Deep 

Learning feature selection achieved an accuracy of 

73.33%, AUC of 72.80%, and, most importantly in this 

case, recall or sensitivity of 63.16%. The importance of 

recall or sensitivity metric is to ensure that we will 

identify all of the heart disease patients quickly and 

could be determinant by four attribute form feature 

selection result so that the patients will receive correct 

care in follow-up clinical examination. In the future, we 

plan to collect larger and more diverse data sets and 

build using cutting-edge technologies such as transfer 

learning. 
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