Predictive Modeling of Osteoporosis Risk Factors using XGBoost and Bagging Ensemble Technique
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ABSTRACT
This study presents a predictive modeling framework for osteoporosis risk assessment using ensemble techniques, specifically XGBoost and Bagging. Leveraging a dataset comprising comprehensive health factors influencing osteoporosis development, including demographic details, lifestyle choices, medical history, and bone health indicators, the aim is to facilitate accurate identification of individuals at risk. The dataset consists of 1958 samples, evenly distributed between osteoporosis-positive and osteoporosis-negative cases. The methodology involves the separation of features and labels, followed by data splitting into training and testing sets. XGBoost, a powerful gradient boosting algorithm, is employed as the base estimator within a Bagging ensemble, enhancing predictive accuracy and generalization. The model is trained on the training set and evaluated using cross-validation techniques to ensure robustness and mitigate overfitting. The results of the classification report demonstrate promising performance metrics, with an overall accuracy of 88% on the test set. Precision and recall scores indicate strong predictive capabilities, particularly in correctly identifying osteoporosis-positive cases. The novel integration of XGBoost within a Bagging ensemble provides an innovative approach to osteoporosis risk prediction, harnessing the strengths of both algorithms to improve model performance. This research contributes to the advancement of osteoporosis management and prevention strategies by providing a reliable tool for early risk assessment. The combination of machine learning techniques with comprehensive health data offers a valuable approach to personalized healthcare, enabling targeted interventions and optimized resource allocation. Ultimately, this study aims to enhance patient outcomes and reduce the burden of osteoporosis-related morbidity and mortality.
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1. Introduction
Osteoporosis is a prevalent bone condition marked by reduced bone mineral density (BMD) and degeneration of bone structure, resulting in a higher risk of fractures, especially in older people [1]. The global increase in the elderly population has made osteoporosis a major public health issue, leading to high levels of illness, death, and healthcare expenses [2]. Early identification of those susceptible to osteoporosis is essential for initiating preventative actions and lessening the impact of osteoporotic fractures [3].

Conventional approaches for evaluating the risk of osteoporosis usually depend on clinical risk factors such as age, gender, body mass index (BMI), and history of previous fractures [4]. Although these characteristics offer useful insights, their ability to predict accurately may be restricted, leading to the investigation of new computational methods to improve osteoporosis risk prediction.

In recent years, machine learning (ML) algorithms have garnered significant attention due to their capacity to unveil intricate patterns within medical data, consequently enhancing predictive accuracy [5].
algorithms offer a robust approach to analyzing complex medical data and supporting more precise clinical decision-making [6]. Among these algorithms, XGBoost (Extreme Gradient Boosting) has emerged as a highly effective tool in predictive modeling owing to its efficiency, scalability, and superior performance [7]. With the capability to handle large and diverse datasets, XGBoost has become a preferred choice across various applications, including health risk prediction.

Although the recent spike in popularity of deep learning, conventional machine learning approaches are still essential for analysing medical tabular data [8], [9], even while deep learning dominates sectors like image processing [10] and natural language processing [11]. Deep learning requires significant computer resources and a large dataset to achieve success, whereas standard machine learning methods such as XGBoost can provide high performance with less computational burden. Despite the extensive use of deep learning in specific situations, traditional machine learning methods are still important and required in several contexts, especially when working with tabular data in the medical field.

Furthermore, ensemble learning techniques, such as Bagging (Bootstrap Aggregating), have proven to enhance predictive accuracy by combining multiple models to reduce variance and improve generalization [12]. Ensemble learning enables the amalgamation of the strengths of several models to yield superior predictions compared to individual models.

Although there is a growing interest in machine learning-based methods for assessing osteoporosis risk, there is still a want for thorough studies to examine the predictive ability of these techniques utilising varied datasets and rigorous evaluation methods. Previous studies have shown that ML algorithms like XGBoost and ensemble approaches have potential in several medical fields, such as disease diagnosis [13], [14], [15] prognosis [16], [17], and therapy response prediction [18]. Yet, more research is needed to determine the usefulness of applying these methods to forecast osteoporosis risk and to find the best modelling approaches.

In previous research on osteoporosis utilizing machine learning techniques, various studies have explored the application of ML algorithms for risk assessment and prediction of osteoporosis-related outcomes. For instance, a study by Kainat et al. investigated the use of ANN, SVM, KNN algorithms to identify significant risk factors for osteoporotic fractures in postmenopausal women. Their findings revealed that age, bone mineral density, and previous fracture history were among the most influential predictors of fracture risk [3]. Similarly, Xiangao Wu and Sunmin Park employed ML approach to develop predictive models for osteoporosis diagnosis using clinical data. Their study demonstrated the utility of ML techniques in accurately classifying individuals with osteoporosis based on a combination of risk factors [19].

Furthermore, recent advancements in ML have led to the exploration of ensemble learning methods, such as Logistic Regression and Gradient Boosting Machines, for osteoporosis risk prediction. For example, Tu et al. utilized a Logistic Regression, Boosting Algorithms to demonstrate superior performance of clinical and genetic factors and successfully identified novel risk factors associated with osteoporosis susceptibility [20].

These prior studies underscore the potential of ML techniques in enhancing osteoporosis risk assessment and prediction by leveraging diverse sets of clinical, demographic, and genetic variables. Building upon these foundations, our study aims to contribute to the advancement of osteoporosis management by employing the XGBoost algorithm and Bagging ensemble techniques to develop robust predictive models capable of identifying individuals at elevated risk of osteoporosis-related fractures.

This paper explains the background in the introduction section, Section 2 elaborates on the data and research methods used, the research results and discussions are described in Section 3, and the final section outlines the conclusions of the conducted research.

2. Research Method
2.1. Dataset Description

The dataset utilized in this study is secondary data sourced from Kaggle [21] and offers comprehensive information on health factors influencing the development of osteoporosis. It encompasses a wide range of demographic details, lifestyle choices, medical history, and bone health indicators. The dataset aims to facilitate research in osteoporosis prediction, providing valuable insights for machine learning models to identify individuals at risk. With features including age, gender, hormonal changes, family history, race/ethnicity, body weight, calcium and vitamin D intake, physical activity, smoking and alcohol consumption habits, medical conditions, medications, and prior fractures shown in Table 1 description of feature dataset. The dataset presents a rich source of information for analyzing factors contributing to osteoporosis susceptibility. Analyzing these factors is instrumental in improving osteoporosis management and prevention strategies.

2.2. Data Collection and Preprocessing

The dataset utilized in this study comprises a total of 1958 instances, each representing a patient, with 979 patients diagnosed with osteoporosis and the remaining 979 patients categorized as non-osteooporosis cases. Prior to analysis, the data underwent thorough preprocessing to ensure quality and consistency. This involved encoding categorical variables using label
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encoder. Additionally, the dataset was partitioned into training, validation, and test sets in a 60:20:20 ratio to facilitate model development, evaluation, and validation. The preprocessing steps were meticulously executed to prepare the data for subsequent feature engineering and predictive modeling tasks, ensuring that the integrity and reliability of the dataset were preserved throughout the analysis.

These advanced algorithms provide robustness, scalability, and high predictive accuracy, rendering them highly suitable for analyzing complex medical datasets.

\[
CV \text{ Score} = \frac{1}{K} \sum_{k=1}^{K} Score_k
\]  

(2)

Where \( K \) is the number of folds, \( Score_k \) is the evaluation score on fold \( k \).

Model performance was evaluated using metrics such as accuracy, precision, recall, F1-score, providing comprehensive insights into the predictive capabilities of the models [22].

Table 1. Feature dataset’s description

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>The age of the individual in years.</td>
</tr>
<tr>
<td>Gender</td>
<td>The gender of the individual. This can be either &quot;Male&quot; or &quot;Female&quot;.</td>
</tr>
<tr>
<td>Hormonal Changes</td>
<td>Indicates whether the individual has undergone hormonal changes, particularly related to menopause. This can be &quot;Postmenopausal&quot; for females or &quot;Normal&quot; otherwise.</td>
</tr>
<tr>
<td>Family History</td>
<td>Indicates whether there is a family history of osteoporosis or fractures. This can be &quot;Yes&quot; or &quot;No&quot;.</td>
</tr>
<tr>
<td>Race/Ethnicity</td>
<td>The race or ethnicity of the individual. This can include categories such as &quot;Caucasian&quot;, &quot;African American&quot;, &quot;Asian&quot;, etc.</td>
</tr>
<tr>
<td>Body Weight</td>
<td>The body weight status of the individual. This can be &quot;Normal&quot; or &quot;Underweight&quot;.</td>
</tr>
<tr>
<td>Calcium Intake</td>
<td>The level of calcium intake in the individual's diet. This can be &quot;Low&quot; or &quot;Adequate&quot;.</td>
</tr>
<tr>
<td>Vitamin D Intake</td>
<td>The level of vitamin D intake in the individual's diet. This can be &quot;Insufficient&quot; or &quot;Sufficient&quot;.</td>
</tr>
<tr>
<td>Physical Activity</td>
<td>Indicates the level of physical activity of the individual. This can be &quot;Sedentary&quot; for low activity levels or &quot;Active&quot; for regular exercise.</td>
</tr>
<tr>
<td>Smoking</td>
<td>Indicates whether the individual is a smoker. This can be &quot;Yes&quot; or &quot;No&quot;.</td>
</tr>
<tr>
<td>Alcohol Consumption</td>
<td>Indicates the level of alcohol consumption by the individual. This can be &quot;None&quot; for non-drinkers or &quot;Moderate&quot; for moderate drinkers.</td>
</tr>
<tr>
<td>Medical Conditions</td>
<td>Any existing medical conditions that the individual may have. This can include conditions like &quot;Rheumatoid Arthritis&quot; or &quot;Hyperthyroidism&quot;, or it can be &quot;None&quot; if there are no specific medical conditions.</td>
</tr>
<tr>
<td>Medications</td>
<td>Any medications that the individual is currently taking. This can include medications like &quot;Corticosteroids&quot; or &quot;None&quot; if no medications are being taken.</td>
</tr>
<tr>
<td>Prior Fractures</td>
<td>Indicates whether the individual has previously experienced fractures. This can be &quot;Yes&quot; or &quot;No&quot;.</td>
</tr>
<tr>
<td>Osteoporosis</td>
<td>The target variable indicating the presence or absence of osteoporosis.</td>
</tr>
</tbody>
</table>

To ensure the reliability and generalizability of the models, cross-validation techniques were employed during model training and evaluation. This involved partitioning the dataset into multiple folds, training the

Figure 1. Flowchart of Proposed Method

2.3. Model Selection and Evaluation

State-of-the-art machine learning algorithms such as XGBoost, along with ensemble techniques like Bagging, were utilized for predictive modeling of osteoporosis risk. The predictive equation is represented as shown in Equation (1), where \( \hat{y}_i \) denotes the prediction for sample i.

\[
\hat{y}_i = \frac{1}{B} \sum_{j=1}^{B} \sum_{k=1}^{K} f_{j,k}(x_i)
\]

(1)

Where \( \hat{y}_i \) is the prediction for sample i, B is the number of models generated in bagging, K is the number of trees in each XGBoost, \( f_{j,k}(x_i) \) is represents the prediction from tree in model j for sample i.

Cross Validation was also employed in this study to enhance the accuracy of the predictive models. The formula Cross Validation can be seen in Equation (2).
model on subsets of the data, and assessing performance on unseen data. Hyperparameter tuning was performed to optimize model parameters and improve predictive performance shown in Figure 1 flowchart of the proposed method.

3. Result and Discussion
The proposed model was run at Google Colaboratory to evaluate its performance. In the beginning, the data exploration step involved a thorough study of the original dataset, which included 16 unique attributes. The next preparation steps included eliminating the 'Id' feature and applying label encoding to all object-type features to maintain numerical consistency throughout the dataset. The dataset was divided into separate subsets after preprocessing: 60% for training, 20% for validation, and another 20% for testing, following recognised dataset management guidelines.

XGBoost algorithm was utilised during the training phase with specific parameters set as reg_alpha=0.1, reg_lambda=0.1, and random_state=42. The Bagging Model was used with the estimator parameter set to XGBoost and n_estimators=10. Cross-validation was performed with typical scaling methods, utilising 5 splits to provide thorough and dependable model assessment.

After the training phase, the model was tested on the remaining 20% of the dataset, resulting in performance metrics that highlighted its effectiveness as shown in Figure 2. The confusion matrix displayed the counts of true positive, false positive, true negative, and false negative predictions, offering more insight into the model's performance. The confusion matrix showed 189 true negatives, 156 true positives, 7 false positives, and 40 false negatives, indicating the model's accuracy in classifying osteoporosis risk.

Based on Figure 3, the data used for testing consisted of a total of 392 samples, with 196 samples containing osteoporosis risk and 192 samples not. The proposed model demonstrates an average precision of 89%, recall of 88%, F1 score of 88%, and an accuracy rate of 88%, as seen in Figure 3. The results highlight the model's capacity to accurately detect instances of osteoporosis risk, demonstrating its strength and potential usefulness in clinical environments.
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<table>
<thead>
<tr>
<th>Classification Report:</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.83</td>
<td>0.86</td>
<td>0.89</td>
<td>156</td>
</tr>
<tr>
<td>1</td>
<td>0.96</td>
<td>0.86</td>
<td>0.87</td>
<td>196</td>
</tr>
<tr>
<td>accuracy</td>
<td></td>
<td>0.88</td>
<td>0.88</td>
<td>392</td>
</tr>
<tr>
<td>macro avg</td>
<td>0.89</td>
<td>0.88</td>
<td>0.88</td>
<td>392</td>
</tr>
<tr>
<td>weighted avg</td>
<td>0.89</td>
<td>0.88</td>
<td>0.88</td>
<td>392</td>
</tr>
</tbody>
</table>

Table 2 presents a comparison among several models evaluated in this study. These models are assessed based on performance metrics such as Precision (Pre), Recall (Rec), F1-score (F1), and Accuracy (Acc). The analysis results indicate that the KNN model achieved a Precision of 73%, Recall of 76%, F1-score of 73%, and Accuracy of 74%. On the other hand, the GBM model demonstrates slightly better performance with a Precision of 81%, Recall of 80%, F1-score of 80%, and Accuracy of 81%. However, the proposed method in this study stands out with significant performance, yielding a Precision of 89%, Recall of 88%, F1-score of 88%, and Accuracy of 88%. From these results, it can be concluded that the proposed method consistently shows substantial performance improvement compared to previous models, strengthening its ability to identify individuals at risk of osteoporosis-related fractures.

4. Conclusion
In conclusion, this study presents a novel predictive modeling framework for osteoporosis risk assessment, leveraging ensemble techniques such as XGBoost and Bagging. Through comprehensive data exploration, preprocessing, and model training, we have demonstrated the effectiveness of our approach in accurately identifying individuals at risk of osteoporosis-related fractures. Our proposed method exhibited superior performance metrics compared to previous studies, achieving precision, recall, F1 score, and accuracy rates of 89%, 88%, 88%, and 88%, respectively. These results underscore the robustness and efficacy of our model in clinical applications, offering a valuable tool for early risk assessment and intervention in osteoporosis management. Recommendations for future research include involving larger patient datasets to enhance model generalization. Additionally, studies could incorporate additional
features or advanced data processing techniques to further enhance prediction performance. With further development, this model has the potential to become a valuable tool in clinical practice to support early detection and personalized management of osteoporosis.
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