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The early diagnosis of breast cancer is a critical factor in
improving recovery rates and reducing cancer-related
mortality. This study aims to compare the performance of two
widely used machine learning algorithms in medical data
classification Naive Bayes and Decision Tree in detecting
breast cancer using the Breast Cancer Wisconsin (Diagnostic)
dataset. The dataset consists of 569 samples with 30 numerical
features and one target label. The methodology includes data
preprocessing, model training, and performance evaluation
using six metrics: accuracy, precision, recall, F1-score, AUC,
and MCC. Naive Bayes achieved higher performance, with
96.5% accuracy, 97.6% precision, 93.0% recall, 95.2% F1-
score, 0.997 AUC, and 0.925 MCC, compared to Decision
Tree with 93.9% accuracy, 90.9% precision, 93.0% recall,
92.0% F1-score, 0.936 AUC, and 0.87 MCC. Confusion
matrix and ROC curve analyses support these results,
particularly in minimizing classification errors. While
Decision Tree offers better interpretability, Naive Bayes may
be more suitable for early breast cancer detection under
similar dataset conditions. Future studies could explore
ensemble approaches to combine the strengths of both
methods.

1. Introduction

Breast cancer is one of the most common cancers among
women worldwide and remains a major cause of cancer-
related mortality [1], [2]. As shown in Figure 1, breast
cancer can be identified in tissue samples through
characteristic cellular changes.

Benign tumor cells Malignant tumor cells
do not invade surrounnding invade surrounding normal
normal tissue and do not sred tissue and spread to other par
to other parts of the body ts of the body

MALIGNANT TUMOR
BENIGN TUMOR (CANCER)

Figure 1. Visual Representation of Breast Cancer

According to the World Health Organization (WHO),
breast cancer accounts for approximately 12% of all

newly diagnosed cancers globally, indicating its high
public health burden [3]. Early detection is essential
because it significantly increases treatment success rates
and patient survival [4], [5].

With advances in digital health technology, machine
learning has become widely used to support the early
diagnosis of breast cancer by analyzing clinical or
imaging data [6], [7]. Among the various machine
learning methods, Naive Bayes and Decision Tree
remain widely used in medical classification tasks due
to their simplicity, fast computation, and interpretability
[8], [9]. Naive Bayes offers strong performance for
numerical data with probabilistic modeling and
independence assumptions [10], [11]. while Decision
Trees provide clear visual explanations suitable for
clinical decision-making [12], [13]. This interpretability
advantage is further supported by the Explainable Al
(XAl) approach, which provides transparent
explanations for model decisions [14], [15].

This study uses the Breast Cancer Wisconsin
(Diagnostic) dataset, a widely recognized benchmark
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dataset for breast cancer detection research [16]. The
dataset includes numerical features extracted from
microscopic images of breast tissue biopsy samples.
Although many studies have compared classification
methods for breast cancer, several research gaps remain.
Comparisons between Naive Bayes and Decision Tree
using a comprehensive set of evaluation metrics,
including MCC and AUC, are still limited [17], [18].

Previous studies have shown that both Naive Bayes and
Decision Tree have strong potential in breast cancer
detection, but each has its strengths and weaknesses that

malignant. The features include various measurements
of the cell nuclei, such as radius, texture, perimeter, area,
smoothness, compactness, concavity, concave points,
symmetry, and fractal dimension.. A summary of the
dataset is presented in Table 1.

Breast Cancer
(Diagnostic)
dataset

require deeper analysis [19], [20]. In addition, several
studies have suggested the use of ensemble or hybrid
approaches to improve classification performance [21].

Therefore, this research focuses on conducting a
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detailed comparative analysis between Naive Bayes and
Decision Tree for breast cancer classification using the
Breast Cancer Wisconsin (Diagnostic) dataset. The
contributions of this study are as follows:

J
S

1. Providing a comprehensive comparison using six
evaluation metrics: accuracy, precision, recall, F1-

score, AUC-ROC, and MCC.

2. Presenting preprocessing outputs and algorithm
configuration to improve research transparency and
reproducibility.

Learning Model

Model
Performance
Evaluation

3. Offering empirical insight on which method
performs more reliably for early breast cancer
detection.

. . . . Figure 2. Research Method
This study is expected to provide additional references

for developing explainable and accurate machine-

learning-based breast cancer diagnostic systems. Table 1. Summary of the Breast Cancer Wisconsin Dataset
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samples, 357 are labeled as benign and 212 as
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2.2. Preprocessing Data

Data preprocessing was performed to ensure data quality
before modeling.

1. Handling missing values, the dataset was checked
and confirmed to contain no missing entries.

2. Feature normalization, Min-Max normalization
was applied to all numerical features:

' X — Xmin
X =—

Xmax — Xmin

3. Dataset splitting, data were split into 80% training
and 20% testing.

4. Label encoding — “M” was encoded as 1
(malignant) and “B” as 0 (benign).

2.3. Learning Model

The model training and testing process employed two
classification algorithms Naive Bayes and Decision
Tree. The Naive Bayes model used in this study was
Gaussian Naive Bayes, as it aligns well with the
distribution of the numerical data in the dataset and no
manually tuned hyperparameters. Meanwhile, the
Decision Tree was developed using the CART
(Classification and Regression Tree) algorithm, which is
capable of splitting the data based on the most optimal
separation criteria. Hyperparameters used criterion =
“gini”, max_depth = None, min_samples_split = 2,
min_samples_leaf = 1 and random_state = 42. Both
models were trained using the training data and then
tested on the testing data to obtain prediction results.

2.4. Performance Evaluation Model

The performance of the classification models was
assessed using six widely adopted metrics in medical
diagnostics: accuracy, precision, recall (sensitivity), F1-
score, Area Under the Receiver Operating Characteristic
Curve (AUC-ROC), and Matthews Correlation
Coefficient (MCC). The calculations of accuracy,
precision, recall, and F1-score are defined as shown in
Equations (1)—(4), respectively.

Accuracy is calculated using Equation (1), which
measures the overall correctness of the model
predictions:

TP+TN
TP+FN+FP+TN @

Precision, defined in Equation (2), quantifies the
proportion of correctly predicted positive samples
among all predicted positives

TP
TP+FP

Accuracy = x100%

x100% )

Recall (sensitivity), given in Equation (3), measures the
proportion of actual positive samples that are correctly
identified:

TP
TP+FN (3)

Finally, the F1-score, calculated in Equation (4),
represents the harmonic mean of precision and recall:

(4)

Where TP represents true positives, TN true negatives,
FP false positives, and FN false negatives.

Precision =

Recall = x100%

TP+TN

—x100%
TP+FN+FP+TN

F1 — Score =

After computing all evaluation metrics, a comparative
analysis between the two algorithms was performed to
determine the method that demonstrates the best
performance in breast cancer detection. This evaluation
considered both quantitative metric values and
qualitative  aspects such as interpretability,
computational efficiency, and prediction stability. The
results aim to provide a recommendation for the most
effective classification algorithm to be implemented in a
machine learning-based early diagnosis support system
for breast cancer.

3. Result and Discussion

This study aims to compare the performance of the
Naive Bayes and Decision Tree methods in classifying
breast cancer using the Breast Cancer Wisconsin
(Diagnostic) dataset. The evaluation was conducted
using several classification  metrics—accuracy,
precision, recall, F1-score, AUC-ROC, and Matthews
Correlation  Coefficient (MCC)—to provide a
comprehensive overview of each model’s performance.

The evaluation results of the Naive Bayes and Decision
Tree models are presented in Table 1.

Table 2. Performance Comparison of Naive Bayes and Decision Tree

Model
Performance  Naive Bayes  Decision Tree
Accuracy 0.965 0.939
Precision 0.976 0.909
Recall 0.930 0.930
F1 Score 0.952 0.920
AUC 0.997 0.937
MCC 0.925 0.870
Based on the results, Naive Bayes generally

demonstrated better performance, particularly in terms
of precision, AUC, and MCC, although both models
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yielded the same recall value. A previous study reported
an accuracy of 77.14% [22], while the current study
achieved an accuracy of 96.5%, indicating a
significantly higher performance. This suggests that
Naive Bayes is more capable of maintaining a balance
between false positives and false negatives, as reflected
in its higher MCC value.

The detailed analysis of Table 2 shows that the Naive
Bayes model achieved an accuracy of 96.5%, indicating
that it correctly classified a large majority of the
samples. Its precision of 97.6% implies that among the
samples predicted as malignant, almost all were truly
malignant, reducing the likelihood of false alarms. The
recall (sensitivity) of 93.0% demonstrates that the model
successfully identified most of the actual malignant
cases, equivalent to the recall of the Decision Tree
model. The F1-score, which balances precision and
recall, was 95.2% for Naive Bayes, compared to 92.0%
for Decision Tree, confirming the superior overall
classification performance. In addition, the AUC value
of 0.997 for Naive Bayes, higher than 0.937 for Decision
Tree, indicates that the Naive Bayes model has a better
ability to discriminate between malignant and benign
cases across various decision thresholds. The MCC
value, 0.925 for Naive Bayes versus 0.870 for Decision
Tree, further emphasizes the overall reliability of Naive
Bayes, accounting for all true and false positives and
negatives, which is particularly important in imbalanced
datasets.

Further analysis was conducted using the confusion
matrix to understand the distribution of the model’s
predictions relative to the actual labels. The confusion
matrix illustrates how well the model correctly classifies
instances (true positives and true negatives) and,
conversely, how many errors occur (false positives and
false negatives).

Confusion Matrix: Naive Bayes

Actual

-30

-20

-10

Predicted

Figure 3. Confusion Matrix Naive Bayes

Figure 3 presents the confusion matrix for the Naive
Bayes model in classifying breast cancer samples. The

model correctly identified 70 negative cases (true
negatives) and 40 positive cases (true positives), while
misclassifying only 1 negative sample as positive (false
positive) and 3 positive samples as negative (false
negatives). This indicates that Naive Bayes achieves
high precision and recall, with a particularly low false
positive rate, which is important in clinical settings to
minimize unnecessary interventions for healthy patients.
At the same time, the small number of false negatives
demonstrates the model’s strong ability to detect
malignant cases, supporting its reliability for early
cancer diagnosis.

Confusion Matrix: Decision Tree

Actual

- 30

-10

Predicted

Figure 4 Confusion Matrix Decision Tree

Figure 4 shows the confusion matrix for the Decision
Tree model. In this case, the model correctly classified
67 negative samples and 40 positive samples, but
produced 4 false positives and 3 false negatives.
Compared to Naive Bayes, the higher number of false
positives suggests that Decision Tree is slightly less
effective at avoiding misclassification of non-cancerous
patients, although it maintains similar sensitivity in
detecting actual cancer cases. This distinction highlights
the superior performance of Naive Bayes in minimizing
false positives, which is critical for clinical applications
where unnecessary treatments must be avoided.

The final evaluation was conducted through ROC curve
analysis for each model. The ROC curve illustrates the
model’s ability to distinguish between positive and
negative classes. The closer the curve is to the top-left
corner, the better the model's performance.

Figure 5 displays the ROC curves comparing the
performance of the Naive Bayes and Decision Tree
models in breast cancer classification. The ROC curve
for Naive Bayes is closer to the top-left corner of the
plot, with an Area Under the Curve (AUC) value of 1.00,
suggesting a very high classification ability on this
dataset. The Decision Tree ROC curve, while slightly
farther from the ideal corner, also shows strong
performance with an AUC of 0.94. These high AUC
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values

indicate that both models are effective in

distinguishing between positive and negative classes,

with  Naive Bayes

showing

somewhat

better

performance under the conditions of this study.

ROC Curve
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Figure 5. ROC Curve
3.1. Discussion

The results indicate that both Naive Bayes and Decision
Tree models performed well in classifying breast cancer
samples, with Naive Bayes showing slightly better
overall performance. Naive Bayes achieved higher
precision (97.6%), F1-score (95.2%), AUC (0.997), and
MCC (0.925), while recall was similar for both models
(93.0%). The confusion matrices and ROC curves
suggest that Naive Bayes had a lower false positive rate
and slightly better discriminative ability across
thresholds.

Several previous studies have also compared machine
learning methods for breast cancer detection. Shah et al.
(2020) reported that Naive Bayes achieved 94%
accuracy on the same dataset, slightly lower than the
96% obtained in this study [23]. Another study by
Kadhim & Kamil (2024) showed that Decision Tree
reached 91% accuracy, comparable to our 93% result
[24]. Meanwhile, Zhang et al. (2024) found that variants
of Naive Bayes such as Tree-Augmented Naive Bayes
produced higher AUC values than standard Naive Bayes
[25]. These comparisons suggest that Naive Bayes
performs reliably in probabilistic classification tasks
involving numerical biomedical data, although
performance may vary depending on dataset
characteristics and experimental settings.

Overall, the findings highlight the potential of Naive
Bayes for accurate and consistent breast cancer
classification, with further validation recommended on
larger and more diverse datasets.

4. Conclusion

This study compared the performance of Naive Bayes
and Decision Tree in classifying breast cancer using the
Breast Cancer Wisconsin (Diagnostic) dataset. Naive
Bayes achieved 96.5% accuracy, 97.6% precision,

93.0% recall, 95.2% F1 score, 0.997 AUC, and 0.925
MCC, outperforming Decision Tree in most metrics,
while both models had similar recall. Decision Tree
remains valuable for its interpretability, whereas Naive
Bayes may offer advantages for early breast cancer
detection systems under similar dataset conditions.

Future work could include testing additional datasets
from different institutions, optimizing Decision Tree
parameters, exploring other algorithms such as Random
Forest, SVM, or ensemble methods, and integrating
explainable Al frameworks to enhance clinical
interpretability.
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